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Chapter 1

Fundamentals of statistical estimation

1.1 Background and setup

1.1.1 Review of probability

Consider a sample space X containing all possible outcomes of an experiment. Let u be the reference
(or natural) measure on X. We primarily consider the following spaces:

e A finite or countable set X' equipped with the counting measure p. For example, when we roll
a die, the outcome lies in X = {1,2,3,4,5,6}. Moreover, if we consider the number of times we
throw a coin before a “heads” is observed, then this number lies in X = {1,2,3,...}.

e X = R? equipped with the Lebesgue measure p. For example, tomorrow’s temperature is in
X = R, while tomorrow’s temperature and humidity jointly lie in X = R2.

A random variable X is an experiment taking values in X. We write X ~ P if X follows a
distribution P. There are several ways to describe a random variable or a distribution:

e If X is discrete, i.e., X is finite or countable, we can specify the probability mass function (PMF)
fx of X. For example, for the uniform random variable X ~ Unif([n]) where [n] := {1,...,n},
we have fx (i) =P{X =i} =1/nfori=1,...,n.

e If X is continuous, e.g., X = R or R¢, we can specify the probability density function (PDF or
density) fx of X. For example, for the standard Gaussian random variable X ~ N(0,1), we have
_ 1 _—t?)2
fx(t) = T3¢ fort € R.

e The cumulative distribution function (CDF) of a random variable X on R is Fix(t) = P{X < t}.
We have Fi(t) = fx(t) and [*__ fx(s)ds = Fx(t). The CDF of X = (X1,...,X4) on R? is
Fx(ti,....ta) =P{X1 <t1,...,Xq < tq}.

In general, for a subset E C X, the probability of the event {X € E} is P{X € E} = [, fx dp.
Examples:

e Roll a die; the outcome is X ~ Unif([6]). The probability of seeing 2 or 3 is P{X € {2,3}} =
Z?:Q 1/6 =1/3.

e Consider X ~ N(0,1). The probability that X is positive is P{X > 0} = [;° ﬁe—t"’/? dt =1/2.
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The expectation of X is IE = [yt fx(t)du(t). Given a function g : X — R, the expectation
of g(X) is E[g = [y 9() ) dp(t). Examples:

e For X ~ Unif([6]), B[X] = Zlei 3 =35,

L —t*/2q — 1

e For X ~ N(0,1), the variance of X is E[(X —0)?] = [%_t*- oS

1.1.2 Setup of statistical estimation

Statistical estimation is in some sense the reverse engineering of probability. Observing realizations
of random variables X, Xo,..., X,,, we aim to estimate certain (functions of) parameters of the
underlying distribution. Let us describe the basic setup of parametric estimation using throwing a
biased coin as a running example. Consider a biased coin for which we see 1 (heads) with probability
0 € [0,1] and see 0 (tails) with probability 1 — 6. In other words, the observation follows the Ber(6)
distribution. The following is a list of basic concepts in parametric estimation:

e Parameter: 6, which is typically a real number. E.g., 8 = 0.3,0.5, or 0.8.

e Parameter space: the set © of parameters. E.g., © = [0, 1].

e Probability distribution: Py. E.g., Py = Ber(6).

e Family of distributions: the set &7 containing all Py. E.g., & = {Ber(0) : 0 € [0, 1]}.

e Observations: i.i.d. X1,..., X, ~Py. E.g., X1,..., X, are the binary outcomes of n independent
coin throws.

e Statistic: a function of the observations Xi,..., X,. E.g., h(X1,...,X,) = %Z?:l X;.

e Estimand: a function g(f) of the parameter 6. E.g., g(8) = 0 or 62.

e Estimator: a statistic which is used to estimate the estimand, denoted by 0= A( Xp) or
Gg=09(X1,...,Xn). Eg., 0= 71121=1X when ¢(0) = 6, or § = g(0) —92 = %E XZ) when
q(0) = 0%

e Loss function: a bivariate function L(g, §) > 0. E.g., the squared loss L(6, ) = (6 — 0)2.

e Risk: the expectation of the loss ]E[ ( )] with respect to the observations. E.g., E[(6 — 0)?] =
E[(2 >, X; —0)?] for i.id. X,.. ~ Ber(#).

1.2 Exponential families

1.2.1 Definition and examples

Definition 1.1. Let © C R? be a parameter space. A family {Pytoco of probability distributions
on a sample space X with measure p is called an exponential family if Py has PDF (or PMF)

fla | 8) = exp (n'T(z) — A(n)) - h).
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Here, n = n(0) € R™ is the natural parameter, T(x) € R™ is the sufficient statistic,

A@y) = log /X exp (n () - h(x) du(x)

is the log-partition function, and h(z) is the base measure. Moreover, the natural parameter space

is £:={n: A(n) <o} ={n: [yexp (n'T(x)) - h(z)dp(z) < oo}

Examples of exponential families include:

e Gaussian distribution N(u,o2): If n; = Ly and np = %, then
1 (l’ _ M)Q 1 2 2

fla|po®) = eXP(-— > ) = eXP(“f = Mz)
V2o 20 V2ro o 20 20
1

21
= exp (77123 + 772352 + mn + = log(—2772)) —ﬁ
T

47]2 2

e Poisson distribution Poi(A): If n = log A, then

T

A 1 1
flx|A) = 567)‘ = exp (xlog)\—)\) TP (773;_677) o

e Binomial distribution Bin(n,p): If n is fixed and known, and n = log 1’%}7, then

fla|p) = (Z) P(1—p)"® = (Z) exp (x log - f ernlog(lfp)) — exp <nx—nlog(1+e’7)> (Z)

1.2.2 Moments and cumulants

For a random variable X taking values in R™, consider its moments
Wy = B [XTH - X0, 1y € Lo
The moment generating function (MGF) is defined as
Mx (u) := E [exp (uTX)}, ue R™.
If Mx exists in a neighborhood of the origin, then all moments exist and

aTl:mv"’m 1 T
My(w)= ) Cqreerequi-ul.
T1-3Tm 1 m

Therefore, we have
B am+---+rmMX(u)

Ay, =
1ye-esT'm au'll‘lau:ﬁn

u=0
The cumulant generating function (CGF) is defined as Ky (u) := log Mx(u). Its power series
expansion is

KTI?"'7T7VL T1 T
KX(U’): E : rq r 'ul u7777,n7
T1ssTm 1 me



where we call k., the camulants of X.
In the case that m = 1, i.e., the random variable is real-valued, we have

2 3
o] = K1, O =Ko +K], «Q3=K3+3K1K2+ K],

There is a general relation via Bell polynomials.

If Xi,...,X, are independent real-valued random variables and X := """ | X;, then My (u) =
[[h Mx,(u) and thus Kx(u) = >, Kx,(u). Therefore, k,(X) = > 1", kr(X;), i.e., the rth
cumulant of X is the sum of the rth cumulants of X1,..., X,.

Consider X ~ Py where Py is an exponential family. Note that 7' = T'(X) is a random variable.
Assuming mild regularity conditions, e.g., {n(f) : 6 € O} is open, and Mr(u) and Kr(u) exist in a
neighborhood of the origin, we have

My (u) = Elexp(u'T)] = /X exp ((u+n) ' T(x) — A(n))h(z) du(z) = exp (A(n + u) — A(n)).

Then we can compute moments of 7" from Mp(u). It also follows that
Krp(u) = A(n +u) = A(n).
From this, it can be derived that
E[T] = VA(n), Cov(T)=V*A(n),
Examples:
e X ~ Poi(A): T(x) =z, n=1log\, and A(n) = e". Hence
Mx (u) = exp (""" — ") = exp (A(e" — 1)).
From My (u), we can compute

EX] =) EX?)=X4+) EX]=N+3\2+)

o X ~Bin(n,p): T(z) =z, n =log 1Z;, and A(n) = nlog(l +e). Hence

Mx(u) ==

1 n+u
<L>n = (1—p+pe)".

1+en
On the other hand, if we use the definition of the MGF, we need to compute

T

=0

This is slightly more involved than using the general formula for exponential families.
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1.2.3 Stein’s lemma

Lemma 1.2 (Stein). Let {Py : 0 € O} be an exponential family. Suppose that X ~ Py has density
f(x|8) forx € R. Let g be a differentiable function such that lim, 1o g(x)f(x | ) = 0. Then we
have

Bo00(h iy +0"T(0)] = - Bl ()

In particular, for X ~ N(u,o?), we have
Elg(X)(X — )] = 0> Blg' (X)) (1.1)
Proof. By integration by parts, the RHS is equal to
- [ d@ e (17 T(w) = Aln)ha) duta)
= [ ota) (" '@ exp (1" T(w) = Al)ho) +exp (a7 Ta) = A0) () dita)

_ 4 @)
= [ o) (0" T'@)+ 55 ) exp (0" T(w) = Al)hia) dia)

which is equal to the LHS.

For X ~ N(u,0?), we have g1 = £, np = o5, Ti(z) = @, Ta(z) = 2%, and h(X) = \/%, so the

conclusion follows. O

For X ~ N(u,0?), setting g(x) = 1 gives E[X] = u, and setting g(z) = x gives E[X?] = o2 + 2.

1.3 Sufficient statistics

1.3.1 Definitions and examples

For X ~ Py and a statistic T = T'(X), the following are equivalent definitions or characterizations
of the sufficiency of T' (in which case we call T" a sufficient statistic):

e The conditional distribution of X given T does not depend on 6.
e Given T, it is possible to construct a random variable X’ having the same distribution as X.

e (Fisher-Neyman) There exist nonnegative functions gy and h such that f(z | 0) = go(T'(x))-h(x).
This is called the factorization criterion.

Remarks:
e Obviously, X itself is a sufficient statistic.

e If T is a sufficient statistic and there exists a function g such that "= ¢(S), then S is a sufficient
statistic.

e A sufficient statistic 7" is minimal if for any sufficient statistic .S, there exists a function g such
that T' = g(.5).
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e [f sufficient statistics S and T are functions of each other, then we say that they are equivalent.
Examples of sufficient statistics:
e Let X have a symmetric distribution on R. Then T' = | X| is a sufficient statistic.

e Let Xy,..., X, beiid. random variables sampled from a distribution on R. Then the set of
order statistics T' = (X(1), ..., X(,)) is sufficient.

e Consider i.i.d. Xi,..., X, ~ Unif(0,0). Then T'= X(,) = max;e|,) X; is a sufficient statistic by
the Fisher-Neyman criterion:

flze,...;zn | 0) =(1/0)"1{0 < x; < 6 for all i € [n]}
= (1/0)" 1z <0} - 1{z; >0 for all i € [n]} = go(T) - h(z1,...,20).

e Consider i.id. Xi,..., X, ~ Poi(A). Then T' = Z?Zl X, is a sufficient statistic, since
F@reeoan | A) = AT T (a).

e Consider i.id. Xi,...,X; ~ N(u,0%). A set of sufficient statistics is T = (3, Xi,>.; X?) or
T' = (fi,6%) where i ==Y, X;/n and 62 := Y, (X; — 1)?, since

1
f(xlavxn‘lu’an):W (2 QZ 2+7QZ 22lu>

e Let Py be from an exponential family with density f(z | 6) = exp (n' T'(z) — A(n)) - h(z), where
n(#),T(x) € R™. For iid. Xi,...,X, ~ Py, the distribution of (X1,...,X,) has density

exp (1" (2, (@) = nA@m)) - T (),
where > . T'(X;) € R™ is a sufficient statistic.

Although there is no loss statistically (or information-theoretically) in retaining only sufficient
statistics, it may not be computationally favorable to do so. See the excellent paper [Monl15]. (It
is not even obvious how to generate n i.i.d. Gaussians from the empirical mean and variance.)

1.3.2 Some results

Lemma 1.3. Consider a family of distributions {Py : 0 € O} where every Py is absolutely con-
tinuous with respect to u. A statistic S is sufficient if and only if for any 0,0y € ©, the ratio
f(z|0)/f(x]6) is a function only of S(x).

Proof. This follows immediately from the factorization criterion. O

Lemma 1.4. Consider o finite family of distributions with densities fo, f1,..., fx, all having the
same support. Then the statistic T = (;(1) ;(2) . %) 1s minimal sufficient.

Proof. We need to show that for any sufficient statistic S, there exists a function g such that
T = g(S). This follows immediately from the previous result. O
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Lemma 1.5. Let & be a family of distributions with common support and &' C . If a statistic
T is minimal sufficient for 2" and sufficient for 22, then it is minimal sufficient for 2.

Proof. 1f S is a sufficient statistic for 2, it is a sufficient statistic for &?’. Hence there exists a
function ¢ such that T = ¢(S5). O

Consider an exponential family with density f(z | 0) = exp (n' T'(z) — A(n)) - h(z), where 6 € ©.
If the interior of the set n(©) C R™ is not empty and if T' does not satisfy an affine constraint
v T = ¢ for nonzero v € R™ and ¢ € R, then the exponential family is said to be of full rank.

Theorem 1.6. Consider an exponential family with density f(z | 0) = exp (n'T(z) — A(n)) - h(z),
where § € © and n =n(f) € R™. Suppose that T does not satisfy an affine constraint of the form
v'T = c. If there exist natural parameters 10, nM . 7™ such that {n® —n©) :i € [m]} spans
R™, then T is minimal sufficient.

In particular, the sufficient statistic T in a full-rank exponential family & is minimal.

Proof. Let &' C & be a subfamily consisting of m + 1 distributions, with natural parameters
n© pM_ . n™ By Lemma 1.4, a minimal sufficient statistic for &’ is

T = (exp ((77(1) _ 77(0))'I'T) _ A(U(l)) + A(n(O))’ L '>7

T= ((n(l) — )T, (™) — n(o))TT)-

This is equivalent to T if and only if the matrix with columns {7 — 1) : i € [m]} is nonsingular.
Conclude using Lemma 1.5. Such a subfamily can be chosen if the exponential family is full-
rank. O

1.4 Convexity, maximum entropy, Rao—Blackwell
Here are some basic facts about convex functions:

e A function f: (a,b) — R is convex if and only if its epigraph is a convex set.

o If f:(a,b) = R is convex, it is continuous on (a,b), and has a left and right derivative at every
point in (a, b).

e If f is differentiable on (a,b), then f is convex if and only if f’ is nondecreasing.

e If f is twice differentiable on (a,b), then f is convex if and only if f” > 0.

Proposition 1.7. Consider a real-valued convex function f on a convex open set S C R™. At each
x € 8, there exists a vector v € R™ such that f(y) — f(z) > v (y — ) for any y € S. This vector
v is called a subgradient of f at x.

If f is strictly convex, then v can be chosen so that the inequality is strict unless y = x.

Proposition 1.8 (Jensen’s inequality). Consider a real-valued convex function f on a convex set
S C R™. For any x1,...,x, € S and ay,...,a, € [0,1] such that >, a; = 1, we have (>, a;x;) <

More generally, if X is a random wvariable taking values in S C R™ and E[X]| < oo, then
FEIX]) <E[f(X)]. If f is strictly convex, the inequality is strict unless P{X = E[X]} = 1.
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An example is e* PIX] < E[eM].

Proof. Define L(y) = f(z) +v'(y —2) < f(y) for z = E[X]. Then E[f(X)] > E[L(X)] =
L(E[X]) = f(E[X]). [

The entropy of a random variable X ~ P with density p is defined as
H(X) = H(P) = Ep|—log p(X)].

In the case of a continuous distribution, the entropy is also called the differential entropy.

Consider probability distributions P and Q on X’ with densities p and ¢ respectively, such that P
is absolutely continuous with respect to Q). The relative entropy/entropy distance/Kullback-Leibler
divergence between them is

KL(P,Q) = D(P|| Q) := Ep [log zgi] = /p(x) logzgg dp(x) = 0.

The KL divergence is not symmetric, but is zero if and only if p = ¢ almost everywhere:

o s3] - o 23 e 205 - e 200 2 (e ) - 0 -,

where f(x) = zlogx is convex.

Theorem 1.9 (Maximum entropy principle). Consider a random variable X, a vector of statistics
T =T(X) € R™, and a fized vector € R™ (which is a value that T may take). Denote by P* the
solution to the optimization problem:

mng(P) st. X ~P, E[T(X)] = p.

Then P* is from an exponential family with density Cexp (6T (z) — A(6)), where 6 = 6(p).

Proof. Consider P and Py such that Ep[T(X)] = Ep,[T(X)] = p, with densities p and pg(x) =
Cexp (07T (x) — A(9)) respectively. Then

H(P) =~ Epllogp(X)] = ~ Ep [log 28] ~ Epllog pu(X)

= —KL(P,Py) —Ep [0TT(X) — A(0) + log C]
< —Ep, [0'T(X)— A0) + log C]
= —Ep,[logpe(X)] = H(Pp),

where the inequality holds because KL(P,Pyp) > 0 and Ep[T(X)] = Ep,[T'(X)] = p. O

Recall that for an estimator ¢ and a loss function L(g, §), the risk is the expected loss R(g,§) =
E[L(g,)]-

Theorem 1.10 (Rao-Blackwell). Consider X ~ Py from the family {Pp : 0 € ©} and a suffi-
cient statistic T = T'(X). Suppose that the loss function L(g,-) is convex in the second variable.
Moreover, consider an estimator § = §(X) such that E[g(X)] < oo and R(g,§) < oo. Define an
estimator g = g(T) = E[§(X) | T]. Then we have R(g,q) < R(g, ).

If L(g,-) is strictly convex in the second variable, then the above inequality is strict unless
P{g=g}=1.
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Proof. By Jensen’s inequality,

L(g,9) = L(9, E[g(X) | T]) <E [L(g, (X)) | T].

Taking the expectation on both sides with respect to 1" yields the result. O

1.5 Bias, variance, MVUE

1.5.1 Theory

Consider X ~ Py. Let g(f) be an estimand, and let §(X) be an estimator of g(f). The bias of g is
E[§(X)] — g(#). The variance of § is Var (§(X)). An estimator is unbiased if E[§(X)] = g(6). The
bias-variance decomposition for the squared loss refers to the following

§(X))? 4+ 2E (§(X) —E (X)) (E§(X) — 9(9) + (Eg(X) — g(8))

An unbiased estimator §(X) is called the uniformly minimum-variance unbiased estimator (MVUE)
of g(0) if Varg (§(X)) < Varg (§(X)) for all § € © for any unbiased estimator §(X).

Theorem 1.11. Consider X ~ Py where 0 € O, and let g(X) be an estimator of g(0) such that
Eg §? < oo for all @ € ©. Let U denote the set of U = U(X) such that EgU = 0 and e U? < oo
for all @ € ©. Then g(X) is the MVUE if and only if it is unbiased and

Cov(g,U) =Tg [gU] =0 for allU € U and all § € O.

Interpretation: If U is “irrelevant” for estimating g(#), then the MVUE g is orthogonal to U.
In addition, for any estimator g, the MVUE is § = § — U where U is the orthogonal projection of
g onto U.

Proof. “=": Fix such a U and 6§ € ©. For any A € R, g = g + AU is an unbiased estimator. Since
g is the MVUE by assumption, we have

Var(§) < Var(§ + AU) = Var(g) + 2A Cov(g,U) + A? Var(U).

This is violated at A = — Cov(g,U)/ Var(U) unless Cov(g,U) = 0.
“<": Let §(X) be an unbiased estimator with [£ §> < co. Then U := § — § has zero mean and
finite variance, so E[§(§ — §)] = 0 by assumption. This implies

Var(§) =Eg* — (Eg)* = E[g9] - (E§)(Eg) = E(§—Eg)(§— EJ)
<VE(@G-E§)2VE(G - Eg)? = +/Var(y) Var(g).

Hence Var(g) < Var(g). O

A statistic T = T'(X) is called complete if

Eg[f(T)] =0 for all # € © implies f(t) =0.
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Theorem 1.12. If X ~ Py for a full-rank exponential family {Pp}, then T is complete.

For a proof, see Theorem 4.3.1 of [LR06]. The above result leads to an important theorem by
Lehmann and Scheffé.

Theorem 1.13 (Lehmann—Scheffé). Consider X ~ Py, and let T' be a complete sufficient statistic
for {Py : 6 € ©}. Suppose that §(X) is an unbiased estimator of g(8). Define g(T') by §(t) =
E[g(X) | T =t] (as in the Rao-Blackwell theorem). Then g(T')

e is an unbiased estimator of g(0);

s the only unbiased estimator that is a function of T;

uniformly minimizes the risk for any loss L(g,-) convex in the second variable;

is the MVUE.

Proof. We check that E[§(T")] = E[g(X)] = g(8), so §(T') is unbiased.
For uniqueness, let §(7') and g(T') be two unbiased estimators. Then E[g(T) — g(T")] = 0, so by
completeness we have g = g.
The Rao-Blackwell theorem implies that B L(g(), §(T)) < E L(g(8),§(X)) for any §(X).
Taking L(z,y) = (z — y)?, we have Var(§(T)) < Var(§(X)). O

1.5.2 Examples

e Gaussian MVUE: Consider i.i.d. Xi,..., X, ~ N(u,0?), where M and o are unknown. Recall
that the empirical mean g = 1 3°" | X; and empirical vairance 6% = 2 3™ | (X; — 1)? are Jomtly
sufficient statistics. They are also complete by full-rankness. Slnce E[i] = p and E[6?] =
E(X:1 — 1)? = =102, we have that (fi, -256?) is the MVUE of (y, 0?).

e Uniform MVUE: Consider i.i.d. Xi,..., X, ~ Unif(0,6) and g(#) = 6. It can be shown that the
sufficient statistic ' = X, is complete. Note that 2X; is an unbiased estimator of 0, so the

MVUE is 1 1 1
a(t) = B2X, |X(n):t]zﬁ_2t+n; L _tntl)

n

e Binomial MVUE: Consider X ~ Bin(N,p) and g(p) = p(1 — p). Recall that T(X) = X. Then
E§(T) = g(p) says

i <Z>§(ﬂﬁ)pm(1 — )N =p(1 —p).

=0
Let » = p/(1 — p). Then we have p=r/(1+7) and 1 —p=1/(1+r). Hence

i(];[)g(w)”:p(l—p) r(14r)V"2 = 11<x—1) .

z=0

which holds for p € (0,1) or r € (0,00). Thus we can take

-0 -5
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1.6 Lower bounds on the variance of an unbiased estimator

Let us assume a few technical conditions throughout this section:
e O C R and O is an open interval;
e The support {z: f(x | #) > 0} is independent of 6;

o U ((;gw) exists and is finite for all z and 6;

e Differentiation under the integral sign works.

1.6.1 Lower bounds and the Fisher information

For an estimator §(X) with Eg§ = g() and [Eg §> < oo, we now provide three lower bounds on
Vary(3(X)).

1. (Cauchy—Schwarz) For any function ¢(x,0) with Eg[¢(X,0)?] < oo,

Covg(g, ¢)°
Var9(¢)

The problem with this simple bound is that the right-hand side depends on the estimator g.

2. (Hammersley—Chapman—Robbins inequality) Let us choose ¢(x, 0) = ! sz(lxelz)(; ) 1. Then we have

Cove(g, ) = Eglgd] = Eo15(g] — Eglg] = g(0 + ) — g(0). Hence

(9(6 +8) — g(6))

F(X|0+0 2
Eo ( gf()‘qe)) - 1)

Varg(g) > (1.2)

Varg(g) >

3. (Cramér-Rao) Suppose that there exists a function B(z,#) and € > 0 such that

x| 0+06)— f(xz]0)
of(z|0)

If g is differentiable, taking the limit § — 0 on the right-hand side of the above inequality, and
applying dominated convergence, we obtain

(40)° _ (g0)

9f(X|0)/00\2
B () 10

Ey[B(X,0)?] < oo and ‘f( ’ < B(z,0) for all 0] < e.

Varg(g) >

Here I(0) is the Fisher information that X contains about 6, defined by

10) =By (210 £(x 10))”

Since Eq [% log f(X | 8)] =0, we have

1(8) = Varg (860 log f(X | 9)).

17



If, in addition, (%22 log f(x | 6) exists for all x and 6§ and differentiation under the integral sign holds,

xX @ x 2
then taking the expectation of -2 392 log f(x ] 6) = 392(f(|9)|9) - ("’9{95('9‘)0)) yields
0?
16) =~ Eo [ 555 log F(X | 0)].

Note that if 0 is differentiable function of &, the Fisher information X contains about £ is
= 2
1(&) = 1(0) - (6(¢))".

1.6.2 Extensions
e (i.i.d. observations) By definition, we can check:

Lemma 1.14. Let Xy and X5 be independent random wvariables with densities fi(x | 0) and
fo(x | 0) respectively. If I,(0), I2(0) and I(0) denote the information X1, Xo and (X1, X2)
contain about 0, then 1(0) = I1,(0) + I2(0).

Therefore, if we observe i.i.d. Xq,..., X, ~ Py, then

(9’(9))2

Varg(g) >

e (Biased case) If § is a biased estimator with Ey § = ¢g(0) + b(6), then the same argument yields

)
(9'0) +V'(6))°
)

Varg(g) >

e (Multivariate case) Consider § € R™. Analogous to (1.2), we have the following result.

Theorem 1.15. Consider an unbiased estimator § and functions ¢;(x,0) with finite second
moments where i € [m]. Define v € R™ by v; = Cov(g,¢;), and define C € R™ ™ by Cj; =
Cov(¢;, ¢;). Then

Var(g) > v C™1y.

Under some regularity conditions similar to the one-dimensional case, the information matrix
I € R™*™ is defined by

145(0) = By [0~ 105 £(X | 6) - - 1og f(X | )]

6; a6,
0 0
= Covy ( g, 08 (X 10 55 log /(X |6))
82
- [aa 00, logf(X’a)}

Hence 1(0) = —Ey[V?1og f(X | 0)].

Theorem 1.16 (Cramér—Rao, Information Inequality). Assume mild regularity conditions (sim-
ilar to the one-dimensional case) and that 1(0) is positive definite. Define « € R™ by o; =
8%1 Eg g. Then we have

Varg(g) > a'I(0)a.

18



1.6.3 Examples

Exponential family: X ~ P, with f(z | n) = exp (n'T(z) — A(n))h(z). Then VZlog f(z | n) =
—V2A(n), so I(n) = V2A(n).

Gaussian: X ~ N(u,0?) where o is known. Then f(z | u) = exp (45 — % - %) \/2170 and thus
2
%logf(w | 1) = x/0% — pjo?. Tt follows I(u) = 1/0? and I(u?) = I(,u)(ﬁ) = 4#2%‘2.

Poisson: X ~ Poi()) so that f(x | \) = %6_/\. Hence a%log flx | A) =x/\—1. It follows that
I()\) = 1/\. However, by a change of variable, I(log \) = I(\) (d%efk:log,\f =\

Binomial: X ~ Bin(N,p) where N is known. Then %logf(ac |p) =x/p— (N —2)/(1 —p), so
I(p) = Np(1 = p)[1/p+1/(1 = p)]* = ;- Then Var(X/N) = p(1 — p)/N and the equality is
attained in the Cramér-Rao bound.
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Chapter 2

Bayesian versus minimax

2.1 Bayesian estimation

Consider X ~ Py with density f(x | #). Suppose that § ~ 7 where 7 is the prior distribution with
density p(6). The marginal distribution of X has density

£@) = [ 16 10)-5(6) (o).
The posterior distribution of # refers to the conditional distribution with density

o6 |2) = L5 000)

2.1.1 Bayes risk and Bayes estimator

For a loss function L(g, §), recall that the risk is R(g,9) :== Ex~p, L(g(#),3(X)). The Bayes risk
is defined as
Rw(g) = Egr R(97 g)

An estimator § is called a Bayes (optimal) estimator if R;(§) < Rr(g) for any other estimator g.
A stronger condition is that the estimator § minimizes the posterior loss

Eo~r [L(9(0),9(X)) | X].

e For the squared loss L(g,§) = (g — §)?, the posterior mean §(X) := E[g(d) | X] is a Bayes
estimator because for any estimator g,

E[(9(0) — 9(X))* | X] = E[(9(0) — 9(X))* | X] + (§(X) — 9(X))*.
Note that we have

o L 9O (X | 6)p(6) do
[ f(X [6)p(6)do

Bly0) | X1 = [ 900 0)d0 = [ g0) X109

f(X)

e For the ¢; loss L(g,g) = |g — g|, it is not hard to check that the posterior median is a Bayes
estimator.
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2.1.2 Examples

Gaussian Consider X ~ N(6,1) where § ~ N(0,02). The Bayes estimator under the squared loss

L(6,0) = (§ — 0)? is the posterior mean
JOF(X |6)p(6)do
[ (X |0)p(6)do

One straightforward but tedious way to obtain é(X ) is to compute

0(X) =E[f| X] =

/f (X |0)p - /e—(X—€)2/2—92/(202) do = %(Lﬂﬁ) exp (2<1_f;) ;
2 o2 X —X?
/«9f(X|9)p(9) 27m/9€ (X—0)%/2— 9/(20)d9:2w(1+02)3exp<2(1+02
Therefore,
R o2
=1

Alternatively, we may note that the posterior density of 8 is
fX10)p®)  f(X]0)p(9)
f(X) J (X1 0)p(6)do

p(0 | X) =

where

2ro 20 1+o0

2 2 2
F(X 1 8)pl(6) = ——e (X=02/2-02/(20%) _ (X} exp (‘U +21<9_ . 2X>)

for some inessential function h,(X). Since the above quantity is proportional to the PDF of the

o2

Gaussian 0 ~ N (1 T
- . . 2
conditional on X. Therefore, the posterior mean is 1_"’;7X .

The risk of 0 is
2

Ex n,) (ﬁX - 9)2 = (1102)2 + <1+102)2927

and the Bayes risk is

2 2 2

Baoon [(7557) + (1552) #1 = (502) + () =15
G-NO2) [\1 1 52 1+ 02 “\1+02 1+02) 1402

i.i.d. Gaussians Suppose that we observe i.i.d. Xi,..., X, ~ N(0,72) where 6 ~ N(u, 0

the same argument, it suffices to consider

n

1 (X —0)2 (00— p)?
H (X1 0)p0) = (27r)(n+1)/27-n exp (—E( 27_2) _( 205))

i=1

2 2 2 2 2
noc +T no — T
- h'u’T’a(X) FOxXP <_ 20272 <9 N T2 + n02X B 72 —i—TLJQ'u) ) :

22
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We then conclude that the posterior distribution of # conditional on Xi,...,X,, is

N 7102 )—( + 7—2 1, 0'27'2 .
72 + no? 2+ no?"’ 72+ no?

(Poisson, Gamma) pair Consider X ~ Poi()), where A ~ Gamma(a, b) for a,b > 0. Recall that
the gamma distribution has density

ba

p(A) = T'a)

o0
A te=A T where T(a) :/ 2% le™® dz.
0

Then we have

00 [e's) zef)\ a “‘T'(a + x
f(z) = /0 flx | N)p\)dX = /0 )\JU!FIza) AL gy — x'(:fg)“tzg(a)

Hence, the posterior has density

x a+x
p()\ | x) N fge(l‘))\) ( ) - %)\a+m_le_(b+l))\v

which turns out to be the density of Gamma(a + z,b + 1).

In this case, the prior and the posterior are conjugate distributions (i.e., in the same family of
distributions), and the prior is called a conjugate prior. Other (likelihood, conjugate prior) pairs
include (Binomial, Beta), (Multinomial, Dirichlet), ...

For a fixed k > 0, consider the loss L(X, A) = (A — A)2/A\*. Then we have

~

. 0o o 2
B0 - 22 X = [T ES0

- W(b+l)k—2{(b+ DA[(b+ DA —2(a+ X — k)] +(a+X—/~c)(a+X_k+1)},

which is minimized at A = A(X) = aﬁf; k_ Therefore, this \ is the Bayes estimator.

2.1.3 Hierarchical Bayes

It is sometimes useful to consider a hierarchical framework of Bayesian estimation consisting of more
than one “level” of prior. For example, let X be the random observation with density f(x | 6),
where 6 is the parameter with prior density p( | ) further parametrized by a hyperparameter ~;
moreover, suppose that - is a random variable with density ¢(vy). Examples:

e In the conjugate normal hierarchy, we have X ~ N(6,1), # ~ N(0,¢?), and % ~ Gamma(a, b),
where a, b are known.

e For exemplary purpose, consider the following mixture model:
- X~ Zle w; N(6;, 1), where 61, . .., 60 are fixed.
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—w = (wi,...,wy) follows the Dirichlet distribution with parameter o« > 0. The Dirichlet
dlstrlbutlon is deﬁned on the probability simplex A := {v € RF : ZZ 1 v =1, v; > 0} and
has density E )) Hle wi™ L
If o = 1, the Dirichlet distribution becomes the uniform distribution on the simplex A. The

smaller «, the “sparser” a corresponding Dirichlet random variable. As o — oo, the Dirichlet
distribution converges to the point mass at ( ey k) As a — 0, the Dirichlet distribution

converges to the discrete distribution 1 5 Zi:l i
— « follows the exponential distribution with density e~¢, for example.

Such a hierarchical model may be useful partly because the hyperparameter space is more man-
ageable and allows tuning of the sparsity of the mixing weights.

2.1.4 Several perspectives of estimation

Unbiased versus Bayesian In the Gaussian example X ~ N(6,1) where 6§ ~ N(0,02), the
Bayes estimator 6(X) = 17 —2° . X is biased. The next result shows an intrinsic contradiction between

unbiased and Bayesian estimation.

Theorem 2.1. Consider X ~ Py where § ~ 7. Under the squared loss L(g,9) = (g — §)%, no
unbiased estimator § can be a Bayes estimator, unless the Bayes risk is zero.

Proof. For the squared loss, the Bayes estimator is the posterior mean §(X) = E[g(0) | X]. If §(X)
is unbiased, we have E[g(X) | 8] = g(0) for any 6. Then

o E[g(0)3(X)] = BE[B[g(0)§(X) | 0] = Elg(0) E[g(X) | 0] = E[g(6)*];
e E[g(0)9(X)] = E[E[g(0)3(X) \ X]] = E[E[g(0) | X]9(X)] = E[g(X)?].
Therefore E[(g(0) — §(X))?] = O

Maximum likelihood estimation Consider the likelihood £(6 | x) := f(z | 6) and the log-
likelihood log £(0 | x) = log f(x | #). Given iid. X1,...,X, ~ Py, the maximum likehood
estimator (MLE) of g(0) is defined to be g := g(#) where

6 := argmaleogf (Xi]0).
bc0
Let us recall the unbiased estimation for Gaussian mean and variance. Given i.i.d. Xq,..., X, ~
N(0,0?) where # and o are unknown, the empirical mean 6 is the MVUE of § and nﬁlﬁz is the

MVUE of 02, where 62 = 1 3" | (X, — 0)2. If we do not require the estimators to be unbiased, can
they achieve better risks? How about the MLEs? We have

(0,6) = argmin Z g log(2mo?),
(6,0) i—1

SO the MLEs are § = 1 =Y i1 X and 62 = % Yo (X — 9)2 In particular, 62 is a biased estimator

of o2. One can check

w1 2”_1c+1)

n? n

E(c6% — 0?)% = a4<
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so we have

E(5” - 0%)” < B(= - 57— o).

In fact, 02 is even a better choice in terms of minimizing the risk.

2.2 Bayesian Cramér—Rao, a.k.a. van Trees inequality

We establish a Bayesian version of the Cramér—Rao bound, which is also known as the van Trees
inequality. In fact, this bound holds for any estimator, rather than an unbiased estimator as in the
case of the Cramér—Rao bound. For simplicity, let us focus on the univariate case. See [GL95] for
a multivariate version of the theorem below. As before, we assume mild regularity conditions so
that we can differentiate under the integral sign.

Theorem 2.2 (Bayesian Cramér—Rao, van Trees). Let w be a distribution on © := (a,b) C R with
density p such that p(0) — 0 as 0 — a or b. Consider X ~ Py where 0 ~ w. Suppose that f(x | 6)
is bounded. Define

I1(0) = (880 log f(X | 9)) and I(mw)= <§9 10gp(9)>2.

For any estimator g(X) of a differentiable estimand g(0), we have

) 2 (B ®)°
B (5(X) - 9(0)) 2 E[1(0)] + Z(r)’

Proof. By the Cauchy-Schwarz inequality, we obtain

B (600) - 90)* - & (108 (10 10000))) " > (& [(300) - 0)) - 108 (1 <X\e>p<e>)]>2.

Let us first compute the right-hand side. Since p(6) — 0 as § — a or b, we have

[ 55 (76 100(0)) do =0

/9(9) : ;;(f(m | 9)p(9)> df = — /g’(&) < f(x | 0)p(0)do.

and

Consequently,
B [(50) ~ 9(0)) - 55105 (FCX | 0)0(0))]
— [ [ (50— 9) - 55108 (1 0)0(6)) - 7o | 01p(6) a0 )

= [ [ (o) - 9®) - 55 (11 000(6)) d0 (o)

— [ [4@)1( | 6) b de) = Elg'0).
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Moreover, for the left-hand side of the Cauchy-Schwarz inequality, we have
0 2
B (55 log (F(X 10)p(0)))

—E (839 log f(X | 0))2 +E (839 10gp(9))2 12 (889 log f(X | 0) - 860 1ogp(9))

=E[I(0)] +Z(m)+0,
where we used [E [% log f(X | 0) | 0] = 0. Combining everything completes the proof. O

For example, for X ~ N(6,1) where 6 ~ N(0,02), we have shown that the estimator = %X

of 6 achieves the Bayes risk 11% under the squared loss. On the other hand, we have
JgO) =1, I1(0)=1, ZI(r)=1/0c%
so that )
(E[Q/(Q)]) _ 1 _ o2
E[I()]+Z(x) 1+1/02 1+02
Therefore, the Bayes risk achieved by the estimator 6 matches the Bayesian Cramér—Rao lower
bound, so @ is optimal in this sense.

2.3 Empirical Bayes and the James—Stein estimator

2.3.1 The empirical Bayes approach

Suppose that we observe i.i.d. X1,...,X,, ~ f(z | ) where § ~ p(0 | 7). If v is known, we can
estimate 6 based on the data and the prior (for example, by the posterior mean). If 7 is unknown,
what we can do is to first estimate the hyperparameter v from data to obtain an approximate prior,
and then use it to estimate . Such an approach is called empirical Bayes. For example, we may
do the following:

e Note that the marginal density of X = (X1,..., X)) is

f]y)= /H fxi | 0)p(0 ] ) do.
=1

We can estimate v by, for example, the MLE

5(X) 1= argmax f(X | ).
Y

e For a loss function L(g,J), we then consider the estimator g(X) that minimizes the empirical
posterior loss

3(0X) = arguin [ L(9(6).300))p(6 | X.5(X) db.

Compare this to the posterior loss

E[L(g(6).5(X)) | X] = / L(9(6),5(X))p(8 | X.) db

which we would minimize if v were known.
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In the original Bayesian framework, ~ is assumed to be known, while in hierarchical Bayes, = is
assumed to follow a known distribution. Here in the empirical Bayes approach, - is estimated from
data. Moreover, we remark that 4 and g can be replaced by other estimators.

2.3.2 James—Stein estimator and its variant

Consider X ~ N(0,1,), where 6 ~ N(0,0%I,) and n > 3. We would like to estimate § € R™ under

the squared loss
n

L(8,6) =16 — 0[5 =D _(6: — 6:)*.

i=1

Bayes estimator and its risk We start with the case where o2 is known. Similar to the
univariate case, the Bayes estimator, denoted by 0g(X), is again the posterior mean:

X 2
fs(X) =E[0 | X, 0?] /9 p(0| X,0?) d@—/e ‘90’) (e’a)de.
f(X |o?)

The density of X marginalized over 6 is

FOX 0% = [ 10X 16,07 p(0] o) dt
1 1 1 2
:/ ~3IX 013 521012 gg
e 2 e 20
(27-r)n/2 (271'0’2)n/2
_ 1
= @i+ o)

1 _Ix
e sared | ”27 (2.1)

which is simply the density of N(0, (1 4+ ¢2)I,,). Similarly, we can compute

1 R P
0-f(X1]0,0%)p(0]c®)do= 2407 1R
J 01X 10,0000 |0ty i = e
Hence the Bayes estimator is
. e 1
Io(X) = 175X = (1= 70 ,2)% (22)

with Bayes risk

+ 02

N 0.2
eB>:/ I65() ~ 013 - 7w | 6,0%)p(8 | 0%) durd = 7.

Empirical Bayes Let us now consider the empirical Bayes approach to the case where o2 is

unknown. Note that the marginal distribution given by (2 1) is N(0, (1 + 0®)I,,). To choose an
estimator of 02, we require the associated estimator of + —— to be unbiased, in view of (2.2).
A basic fact is that, if Y follows the chi- squared distribution with n degrees of freedom, then
E[+] = —15. Therefore, if we let 7(X) := ”X”2, then

1

E [#(X) | 0% = et
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The associated empirical Bayes estimator is therefore

0)s(X) = (1 - ’n);’é>X’

which is called the James—Stein estimator.

Risk of the James—Stein estimator We now compute the risk of the James—Stein estimator

—2)?
X113

R(0,6)s) ]EH( )X 9H _Ex-op+m =2 —QE[ 2XT(X - 9)} (2.3)

||X||2 X113

where the expectation is with respect to X ~ N(6,1I,). Conditional on all X for j # i, Stein’s

lemma applied to X; with g(X;) = ﬁXi (see Lemma 1.2 and (1.1)) yields that
2

n—2 0 (n—2
Ex,~N(0;,1) [”X—H%Xi(Xi — 92')] =Ex,~N@;,1) [8XZ <HXH5XZH

B n—2 2(n-2)X?
T eNED X2 X113

Summing the above equation over ¢ and taking the expectation with respect to X ~ N(6, I,,), we
obtain

n T _mnn=2)  2(n-2) (n —2)?
[HXHQX &= 9)}” XE U B TR

Plugging this together with E || X — 6|3 = n into (2.3), we conclude that

(n—2)?

R(0,0)5) =n—E
1X 113

Furthermore, the Bayes risk of the James—Stein estimator is

A~

R (03s) = Egn(o, am) R(@ 9JS)

// N || ||2 ) [ 0,0%)p(0 | 0®) dudo
VAIGET SIGIEE

n—2 no? 2 A 2
" 1+02 1+J2+1+02 (0s) +

The relative increase of risk is
R(0)5) — R(6B) 2

R(0g)  no?’

which is small if o2 is fixed and n is large.
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Positive-part Stein estimator Instead, we can consider the maximum likelihood estimator
(MLE) of ﬁ based on the marginal density (2.1). Namely, we solve

n/2
s (L) 2 —zix13
2T

T

which yields 7(X) = min{ﬁ, 1}. Therefore, the associated empirical Bayes estimator is
2

fps(X) = (1 —min{’XnH%,l})X — (1 - !XnH%>+X’

which is called a positive-part Stein estimator.

2.3.3 General results for exponential families

Theorem 2.3. Consider the exponential family with density

fla|n) = exp (' T(x) — A(n))h(z),

where x € IR” and n € R™. Suppose that n ~ p(n) for a prior density p. Let the marginal density
of X be f(z) = [ f(z | n)p(n)dn. Define a matriz D € R"*™ by D, ; = 1, /dx;. Then

E[Dn | z] = Vlog f(x) — Vlog h(z).
In particular, if T(x) = x, then we have D = I and

E[n | z] = Vlog f(x) — Vlog h(z).

Moreover, under the squared loss L(n,7) = ||n — 7|3, the risk achieved by the Bayes estimator
En | x] is

m 2

R(n. iy | X)) = Ry, ~VIogh(X)) + 3B [2575 low () + (55 o S(0)

i=1

Proof. Lengthy but straightforward computation, which uses Stein’s lemma. See [LC06], Chapter 4,
Theorem 3.2, Corollary 3.3, and Theorem 3.5. ]

Theorem 2.4. Consider X ~ P, from the exponential family with density
fla|n) =exp(n'z— An))h(z),

where x,m € R™. Suppose that the prior is p(n | v). Let 4 be the MLE of v based on the marginal
(z|v) = [ f(z|n,7)p(n|~)dn. Then the empirical Bayes estimator under the squared loss is

Eln [ X,4] = Vlog f(X | (X)) — Vlog h(X).
Proof. See Chapter 4, Theorem 6.3 of [LCO06]. O
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2.4 Minimax estimation

2.4.1 Definitions and examples

Consider X ~ Py where 6 € O. For an estimator g of g, the maximum risk is supycg R(g(0), §(X)).
The minimax risk is the minimum of the maximum risk:

R* = infsup R(g(0), §(X)).
9 0e©
An estimator §(X) of g(0) is called a minimax estimator if it achieves the minimax risk:
sup R(g(0), 5(X)) = R".
0cO
Consider the minimum Bayes risk

R: :=inf R(3) = inf Eg.r R(g(), §(X)).
g g

Proposition 2.5. We have

R* = infsup R(g(0), (X)) = inf sup R(g) > supinf R;(g) = sup R;.
9 0€o 9 m T g ™

As an example, consider i.i.d. X1,..., X, ~ N(u,0?) where o2 is known. We aim to estimate
under the squared loss L(u, 1) = (u — ).
o For i(X)=X=15" X;, we have R(y, i) = E(X — p)? = %2 Hence R* < %2

“n

e For yu ~ N(0,72), the Bayes estimator, the posterior mean, is ji(X) = X with the Bayes

o2+nT
2 2

risk R = Rq(fi) = =& 7. Since 72 > 0 is arbitrary, Proposition 2.5 implies that R* > %2

o24nt?”

Therefore, R* = %2, and fi(X) = X is a minimax estimator.

Lemma 2.6. Consider parameter spaces © C ©'. Let §g(X) be a minimaz estimator of g(6) over

. If

sup R(g(0), 9(X)) = sup R(g(0), 9(X)),
0cO 0coe’

then g is also minimazx over ©'.

Proof. If there exists another estimator § with a smaller maximum risk over ©’ than g, then the
same is true over O, contradicting that ¢ is minimax over O. ]

Let us consider variants of the above Gaussian example:

e Consider i.i.d. X1,..., X, ~ N(u,0?) where ;1 and 02 are unknown. We aim to estimate y under
the squared loss. Assume that 02 < M where M > 0, for otherwise the minimax risk is infinite.

The maximum risk of the estimator X is

sup  B(X —p)? =

- M
(p,02):02<M n

Recall that X is minimax over {(u,0?) : 02 = M} with minimax risk M /n. Hence it is minimax
over {(u,0%) : 02 < M} in view of Lemma 2.6.

Since X does not depend on M, we say that X adapts to M and call X an adaptive estimator.
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_n)2
e We now consider the loss L(u, 1) = (1 Uf ) , and impose no upper bound on o2 > 0. The estimator

X has maximum risk )
(n—X)

1
sup ~———— = —.
(wo?) 7 "

Since X is minimax over {(u,0?) : 02 = 1} with the same minimax risk 1/n, it is minimax over
{(p,0%) : 0% > 0} as well.

2.4.2 Some theoretical results

Theorem 2.7. Let § be a Bayes estimator for the prior w. If

sup R(g(0), §(X)) = Rx(9),
0co

then the following holds:

1. ¢ is minimaz with minimax risk R* = R = R(§);

2. If g is the unique Bayes estimator for w, then it is the unique minimax estimator;
3. R: > R%, for any other prior distribution 7' on ©.

In particular, if 7(2) =1 where Q := {0 € © : R(g(0), §(X)) = supgce R(9(0'), (X))}, then §

18 MInimaz.
Proof. For any estimator g, we have

sup R(g,9) > Rx(9) > Rx(9) = Sup R(9,9),

so § is minimax.
Replacing the second > with > gives uniqueness.
For any distribution 7’ on ©, let ¢’ be the Bayes estimator for /. Then

R: =Ry (3') <Ry (9) < Sup R(g,9) = Rx(9) = Rx.

In particular, if 7(©2) = 1, then R, (§) = supg R(g, 9). O
Theorem 2.8. Let m, be a sequence of prior distributions on © such that the following limit exists:

R:= lim R: .

n—oo

If g is an estimator for which

sup R(g(0), (X)) = R,
66

then we have:
1. g is minimax with minimax risk R* = R;

2. limy, oo Ry > Ry for any prior distribution m on ©.
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Proof. For any other estimator g, it holds
sup R(9,9) = R, (9) = By,
Taking the limit as n — oo, we have

sup R(g,9) > R =sup R(g, g).
0 0cO

The second statement follows from R} < R* = R. O

2.4.3 Efron—Morris estimator

Consider i.i.d. Xi,..., X, ~ N(u, 1) where p ~ N(0,72). We aim to estimate p under the squared
TZ’T2
1+n72"

loss. The Bayes estimator is ¢X with ¢ = Its risk is

2.4 2
E(cX — ) = @E(X —p)? + (1 - )% = = 1K

(14 nt2)%’
and the maximum risk is infinite over p € R.
As a compromise, consider
X+M ifX <&
p={eX X e[, M
X-M ifX>M

for ¢ € (0,1). Its risk is bounded.

2.5 Admissibility

An estimator ¢ is inadmissible if there exists an estimator ¢ that dominates g, i.e.,
e R(g(0),9(X)) < R(9(9),§(X)) for all # € ©, and

e R(9(0),9(X)) < R(g(6), §(X)) for some 6 € ©.

Otherwise, the estimator is called admissible.

2.5.1 Admissible estimators

Theorem 2.9. Any unique Bayes estimator is admissible.

Proof. If § is the unique Bayes estimator of g with respect to prior 7 and is dominated by g, then
EBNW R(ea g) < E@NW R(ev g)a
contradicting uniqueness. O

Theorem 2.10. Any unique minimax estimator is admissible.
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Proof. If a minimax estimator is inadmissible, then another estimator dominates it and thus is also
minimax, contradicting uniqueness. O

Theorem 2.11. If an estimator has constant risk and is admissible, then it is minimaz.

Proof. If an estimator with constant risk is not minimax, then another estimator has smaller
maximum risk and thus uniformly smaller risk. O

Theorem 2.12. Suppose that L(g,-) is a strictly convex loss, and §(X) is an admissible estimator
of g(0). If g(X) is another estimator of g(0) such that R(g,g) = R(g,g) at all 0, then g = § with
probability 1.

Proof. Define g = (g + §). Then

L(g.9) < 5 (I(9.9) + L(9.9))

wherever § # §. If this happens with nonzero probability, then

_ 1 N ~ .
R(9,9) < 5(R(9,9) + R(9,9)) = R(9,9),
contradicting the admissibility of §. O
In Gaussian mean estimation, is the minimax estimator X admissible?

Proposition 2.13. Given i.i.d. X1,...,X, ~ N(u,02) where 02 is known, X is an admissible
estimator and is the unique minimaz estimator of u under the squared loss.

Proof. Consider any estimator ji such that

o? S

R(p, ) < — = R(p, X).

n
By the bias-variance decomposition, have
R(p, i) = Var, (i) + b(u)?,

where b(u) = E,[i] — . Then the Cramér-Rao bound gives

(L+'(n)? o?(1+b'(p))*

Rige ) = S0 e = TELETE g2 (2.4)
where I(p) = — E[% log f(X | u)] = n/o?. Hence we obtain
(14 l;;(u))Q N b(UuQ)2 > %R(u,ﬂ) < % (2.5)

We claim that f is unbiased, i.e., b(u) = 0:
1. The bias b(u) is clearly bounded.

2. We have (1 +b' ()% =1+ 2b' (1) + b(p)? < 1, 0 /() <0, i.e., b(p) is nonincreasing.
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3. If b'(u) < —e for a fixed € > 0 as p — £o00, then b(u) cannot be bounded. Hence there is a
sequence p; — 0o such that b’ (u;) — 0.

4. By (2.5), b(p;) — 0 as pu; — +oo. Since b(u) is nonincreasing, b(u) = 0.

Hence we also have V/(u) = 0, and (2.4) implies that

0.2

R(p, fr) >

;.
We conclude that R(u, i) = R(u, X), and thus X is admissible. Moreover, X is the only minimax
estimator by the above two theorems. O

2.5.2 Inadmissible estimators
The estimator X is no long admissible in the truncated case.

Proposition 2.14. Consider g(0) in a fized interval [a,b]. Suppose the loss function L(g, §) is zero
at g = g and strictly increasing as g moves away from g. If §(X) takes values outside [a,b] with
positive probability, then g is inadmissible.

Proof. Define an estimator g by g = g if § € [a,b], g = aif § < a, and g = b if § > b. Then g
dominates g. O

Consider i.i.d. Xi,..., X, ~ N(u,1) where u > a for a fixed a € R. Then the above proposition
implies that X is not admissible. However, X is still minimax. To see this, suppose that X is not
minimax. Let fi be an estimator such that

R(p, 1) <

for all 4 > a and a fixed € > 0. Hence the Cramér—Rao lower bound for biased estimators shows

that
(1+0/(p))?

— &

S|

1
b(p)? < = —
+ b(w) < --e

where b(u) = E[a] — p. Consequently, b(u) is bounded, and V() < /1 —en —1 < —en/2 for all
W > a, giving a contradiction.

If, in addition, 4 € [a,b], then X is neither admissible nor minimax. One can show that
max {a, min{X,b}} has a uniformly smaller risk.

2.6 Shrinkage estimators and Stein’s effect

2.6.1 (Gaussian estimation

Proposition 2.15. Consider X ~ N(u,X) where u € R? is to be estimated and ¥ € R¥*? s
known. Define a class of estimators

) (1 ) h(HXH%)>X’

113
where h is a real-valued function. If h is nondecreasing and 0 < h(-) < 2tr(X) — 4 Amax(X2), then
under the loss L(u, i) = ||u — fil|3, the estimator ji dominates X. In particular, X is inadmissible

and [ 18 MINIMAL.
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Proof. For the last statement, it can be shown that X is minimax in a way similar to the one-
dimensional case. Hence, [i is also minimax. It remains to prove that ji dominates X.
First, note that the risk of X is

R(p, X) = E|lp— XI5 = B[(X —p) (X = )] = E [tr (X — p) (X — p))]
=E[tr (X —p)(X —p)")] =tr (E[(X —p)(X —p)]) = tr(D).
The risk of [ is
R(u, o) = Elp — i3 = B[(g — p) " (i — )]
2 2\2

Let us write Y = 712X ~ N(, I;) where 7 := £=%2y. Then | X[} = XTX =Y XY, so

A(IX[3) WY TEY) ey
E [HXH%QXT(X—M)} =E [WYTE(Y—M :; [ VTEy ZYZ” f }

Conditioning on {Y;};.; and applying Stein’s lemma E[g(Y;)(Y; — ;)] = El¢'(Y7)] for ¥; ~ N(n;, 1),
we obtain that each summand above is equal to

e [ (a3 vim)

h(YTEY)
YTYY

Yii+

AN (YTEYV)YTSY — h(YTSY)] 0, 81 Y% Ed: . }
BV EAR]

=E { (YT2Y)?

j=1
where we used the fact that

ai)/(YTEY Z(ZYEkYk)—2ZEkYk

Summing over ¢ yields

h(||X]3) h(|X13) RIX12)1X112 = h(||X2)
B[S X X -] = e @ B[St 2n [ S SxTrx].

Combining everything, we conclude that

2 T / 2
R(u, i) =tr(Z) + B [w (h(||X||§) —2tr(S) + 4?){1‘;)} AR [WXTEX] ,

which is smaller than tr(X) by the assumptions on h. O

Note that for d > 3 and ¥ = I, there exists a function h satisfying the assumptions, making
X inadmissible. This counterintuitive result is known as Stein’s example or Stein’s effect.
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2.6.2 Poisson estimation

Lemma 2.16. For a random variable X and functions f and g, suppose that E[f(X)], E[g(X)]
and BE[f(X)g(X)] all exist. If f and g are both nondecreasing, then

E[f(X)g(X)] = E[f(X)] - E[g(X)].

Moreover, if f and g are strictly increasing and X is not constant, then the above inequality is
strict.

Proof. Let Y be an independent copy of X. Then
FX)g(X)+ fF(YV)g(Y) = f(X)g(Y) = f(V)g(X) = (f(X) = f(Y)) (9(X) —g(Y)) = 0.
Taking the expectation yields the desired inequality. O

Proposition 2.17. Consider independent Poisson random variables X; ~ Poi(\;) for i € [d] where
d>2. Let \=(\1,...,\q) € (0,00)%. Define the class of estimators

) ML X,
o0 e (1 MER )
Zi:l X;+b
where h is a real-valued nondecreasing function and b > 0. Consider the loss
_ Zd: (i — Xi)?
= "
=1
If h is nondecreasing, 0 < h(-) < 2(d — 1), and b > d — 1, then the estimator \ dominates X .
Proof. Let Z =, X;. Then we have

d
G 1 h(Z) 2
RO\ M) =E [Z}A@( - 7Z+bXZ—)\l) ]
d d
( L Z)? 1
oo (A5 L] 6 [ A2E L]
It is known that the conditional distribution X; | Z is multinomial with E[X; | Z] = Z\;/A and
Var(X; | Z) = Z(X\i/A)(1 — N\ /A) where A := Zle Ai. Therefore,
1 Lo1N N Z
E X2z =) Z-(1-)+22 5 ="(d-1+2Z
[;/\ il } - A( A) Az =yt

d
E[Zixi(xi—x,»)yz} :%(d—HZ)—Z:%(d—HZ—A).

We obtain

W2)Z [ hZ)
(Z +b)A (Z +b
WZz)z
(Z +b)A

(@=1+2)-2(d=1)+2(A-2))]|

§d+2]E[ (A—Z)}
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by the assumptions b > d — 1 and h(-) < 2(d — 1). By Lemma 2.16,

WZ)Z hZ2)Z
E m(A—Z)} <E [m} E[A - Z] =0,

which completes the proof.
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Chapter 3

Asymptotic estimation

In this chapter, we are interested in the scenario where the sample size n goes to infinity. Sections 3.1
to 3.5 establish the general theory. Topics of Sections 3.6 and 3.7 are not directly about asymptotic
estimation but are related.

3.1 Convergence of random variables

3.1.1 Convergence in probability

Definition 3.1. A sequence of random variables {X,}52, converges to a random variable X in
probability, denoted by X, SN X, if for every e > 0,

P{|X,—X|>e} >0 asn— oc.

Definition 3.2. Given i.i.d. observations X1,...,X, ~ Py where 0 € O, let us consider the
estimator gn, = gn(X1,...,X5) of g(0). A sequence of estimators {§,}5°, is consistent if for every
60, g, g(0) with respect to Py.

Theorem 3.3. Let {G,}°°; be a sequence of estimators of g(8) € R, and consider the mean squared
error (MSE) E (g, — g(9))?.

o IfE(g, —g(0)?> = 0 asn — oo for all @ € O, then §, is consistent for estimating g(6).

e As a result, if the bias and variance of G, both converge to zero for all 0 € ©, then g, is a
consistent estimator. In particular, any unbiased estimator with variance converging to zero is
consistent.

Proof. This is a result of Chebychev’s inequality Pg{|g, — g(0)| > e} < 8% E(gn, — g(0))>. O
Some remarks about convergence in probability and consistency:

e Convergence in probability is preserved under sum, product, and continuous mapping.

e (Weak law of large numbers) Let X1, ..., X, be i.i.d. with finite mean y and variance 0. Since
X has variance o2 /n, it is consistent for estimating p by the above theorem, i.e., X SN L
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e In the above setting, consider the unbiased estimator of the variance,

1

n—1

52 .=

n

> (X - X)%

i=1

To see that this estimator is consistent, it suffices to note that

which converges to o2 in probability.

Asymptotically, “optimal” estimators are typically not unique.

Theorem 3.4. If X1,..., X, are i.i.d. with expectation p, and g is a function that is continuous
at w, then g(X) LN g(w). In particular, if g is continuous, then the plug-in estimator g(X) is
consistent for estimating g(p).

Proof. Since X SN 1 as above, this follows from the continuous mapping theorem. O

e A sequence of estimators g, of g(f) is asymptotically unbiased (or unbiased in the limit) if
E[gn] — 9(0).

e Instead of consistency, sometimes we are interested in finer results—rates of convergence. Namely,
we may aim to establish

P{lgn —g(0)] <1} > 1 — 0,
where r, and §, both go to zero as n — oo. This is clearly stronger than convergence in
probability, and the quantity 7, is an upper bound on the rate of convergence.
3.1.2 Convergence in distribution

Definition 3.5. Let {X,,}°, be a sequence of random variables with CDFs F,(t) = P{X, < t}.
Suppose that there exists a random variable X with CDF F(t) such that F,,(t) — F(t) for all t at
which F' is continuous. Then we say that X,, converges to X in distribution or in law, denoted by

Xn a, X, and that F,, converges to F' weakly.

e Convergence in distribution is preserved under continuous mapping, but not necessarily under
sum or product.

e We have X, % X if and only if E f(X,) — E f(X) for every bounded continuous real-valued
function f.

e (Central limit theorem) Let X, ..., X, be i.i.d. with mean p and variance 0. Then \/n(X —pu)/o
converges in distribution to the standard Gaussian N(0,1).

Some properties about the two types of convergence:
o If X,, 2+ X, then X, - X.
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o If X, %, & for a constant x, then X, L2

o If X, i> X, A, i> a for a constant a, and B, i> b for a constant b, then A, + B, X, g

a+ bX.

o If X, - X, yn — y where {y,} is a sequence of real numbers, and X has CDF F(t) which is
continuous at ¢ = y, then we have P{X,, <y,} - P{X <y} = F(y).

Theorem 3.6 (Delta method) Suppose that a real-valued function g on © has a nonzero derivative

g'(0) at 6. If Vn(T, )—>N(Oa)then

If ¢'(6) = 0 and ¢"(0) # 0, then

n(g(T) — 9(0)) - 30%" ()3,

where x? is the chi-squared distribution with 1 degree of freedom.
Proof. Consider the first-order Taylor expansion of ¢(7},) around g(0):
9(Tn) = 9(0) + ¢'(0) (T, — 0) + Rn (T — 0),

where R,, — 0 as T, — 0. The result then follows from the above properties of convergence.
If ¢’(8) = 0, consider the second-order Taylor expansion:

9(T2) = 9(6) + 3" ()T — 6)° + 5 Ru(To — )%,

where R, — 0 as T, — 0. Note that n(T,, — 0)? 2, 52 X3, so the same reasoning finishes the

proof. O
Example: Bernoulli variance estimation Let X1, ..., X, be iid. Ber(p) random variables.
Then the central limit theorem implies \/n(X — p) LN N(O p(1 —p)).

Consider estimating g(p) = p(1 — p) by X(1 — X). Since ¢'(p) = 1 —2p # 0 for p # 1/2, it
follows from the Delta method that

o o d
V(X (1= X) = p(1 - p)) == N(0,(1-2p)°p(1 - p)).
For p = 1/2, we have ¢'(1/2) = 0 and ¢”(1/2) = —2. Hence the Delta method implies
> 1
n(X(1 - X) ~ 1/4) &~k
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3.2 Asymptotic efficiency

Definition 3.7. Consider i.i.d. X1,..., X, ~ Py and an estimator G,(X1,...,Xy) of g(0) € R.
We say that g, is asymptotically normal if
~ d
V(g — g(8)) = N(0,v(8))  for v(6) > 0.

The quantity v(0) is called the asymptotic variance of gy,
Definition 3.8. A sequence of estimators {g,}52 is called asymptotically efficient if

. d (9'(9))?

n—9(0) —= N (0, ,

where 1(0) is the Fisher information each X; contains about 0.

If g, is unbiased, the Cramér—Rao bound says that

/ 2
Varg(gn) > %

When do we have

v(f) >

A sufficient condition If g, is unbiased and Var(y/ng,) — v(6), then

] 2
v(0) = nh_)n;o Var (vngn) > (gI<(0))) )

Counterexample: superefficient estimator Foriid. Xi,..., X, ~N(6,1) and g(0) = 6, we
have seen that I(f) = 1 (where I(#) denotes the Fisher information of a single observation). Is it
always true that v(6) > 17 No.

Consider the sequence of estimators

G {X if |X| > 1/n'/4,
" laX if|X| < 1/n/4,
where a € (0,1). Therefore, we have
~ X — i Y| > /4
w0 = {8 el
Let Z, = /n(X —6) ~ N(0,1). Then
A i > nl/4
Vn—9) = {fzzn + /) — /b i :g: 1 %: < Zlﬂlj
Consequently, if 8 # 0, then we have
P{v/n(0, —0) < ¢} —P{Z, < ¢} — 0.
That is, /n(6, — 0) R N(0,1). On the other hand, if § = 0, then
P{vn(f, —0) < ¢} —P{aZ, < ¢} — 0.
That is, v/n(6, — ) 4, N(0,a). However, v(0) =a < 1.
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General result Under some reasonable general conditions, we have v(0) > 91(9) except on a
set of measure zero. See Chapter 6, Theorem 2.6 of [LC06].

3.3 Asymptotic properties of maximum likelihood estimation

Throughout the section, we consider i.i.d. observations X1, ..., X, ~ Py+, where the distributions
{Po}oco are distinct and have common support. Suppose that 6* is in the interior of ©.

Recall that the likelihood (function) is £(6 | ) =[], f(z; | #), and thus the log-likelihood
is 00 | x) = logL(6 | ) = S log f(z; | #). Moreover, the MLE of § is defined as § :=
argmaxpce £(0 | ). The MLE of g(f) is defined to be g(d). We call %6(9 | ) = 0 the likelihood
equation, solving which yields the MLE (if it is unique).

3.3.1 Asymptotic consistency

Theorem 3.9. We have that for any fized 6 # 0%,
Pg- {L(0* | X)>L(O | X)} 1 asn— occ.

Proof. By the weak law of large numbers, we have

n

1 fXil8) » F(X | 0)
n;bgw — g« [logm],

In addition, since log(+) is strictly concave, Jensen’s inequality implies

g+ {log Jm} < log Eg~ [M] =0.

Therefore, it holds that

hm]P{ 21 X|9 <o}—>1,

n—oo

which is equivalent to what we need to prove. O

Finite parameter space Let us consider a finite parameter space ©. A sequence of estimators
0, is consistent if and only if

Pg.{0, = 0"} =1 for any 6* € ©.
We immediately obtain the following result.

Corollary 3.10. If © is finite, then the MLE exists, is unique with probability going to 1, and is
consistent.

43



Real parameter space We consider an open set of parameters © C R and use the shorthand
00| z)=1log L(O | x).

Theorem 3.11. Suppose that f(z | 0) is differentiable with respect to 6 € © C R for all x. Then
with probability going to 1, the likelihood equation

(X ]0)
0| X)= Z an =0

~ A~

has a root 0,, = 0,(X1,...,X,), and that root satisfies 0, s 0*.
Proof. For (0* —e,0* +¢) C ©, let

= {0(O" | X) > 00" —2 | X) and £(0" | X) > (0" +2 | X)}.

By Theorem 3.9, Py«{S,} — 1. For any x € S, there exists 0, € (0* — ¢,0* + ¢) at which
V'(0,, | ©) = 0. Hence we have
Py«{|0, — 07| < e} — 1.

Note that we can choose én to be the root closest to 8* so that it does not depend on . O

However, Theorem 3.11 does not provide a practical way of choosing 6, in general, because 6*
is unknown and we cannot choose the root closest to 6.

Corollary 3.12. If the likelihood equation has a unique root for all x and n, thgn 0,, is a consistent
estimator of 0. If, in addition, ©® = (a,b) where —oco < a < b < o0, then 0, is the MLE with
probability going to 1.

Proof. The first statement is immediate. To prove the second, suppose that 0,, is not the MLE with
probability bounded away from zero. No other interior point can be the MLE without satisfying
the likelihood equation. On the other hand, if the likelihood converges to a supremum as 8 — a or
b, this contradicts Theorem 3.9. O
3.3.2 Asymptotic efficiency

We in fact have asymptotic efficiency for the sequence 0,, in Theorem 3.11.

Theorem 3.13. Suppose that for all x and all 6 € (6* —€,0" + ¢),

8893 log f(z|0)| < M(z) and Egp[M(X)] < oc.

Then the sequence 0,, in Theorem 3.11 satisfies

A 1
Vil =07 <5 N (0, ),
i.e., it is asymptotically efficient.
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Proof. For any fixed z, the Taylor expansion ¢ (6,,) = ¢'(6,, | z) about 6* gives

= €(0n) = £(0) + (0 — 090 (0%) + 56— 072" (5),

where [ lies between #* and 0,,. Hence we have

. L o1(6)
\/ﬁ(‘gn - *) = 1 fl = .
_Eeﬂ(e*) _ 27(9 9*)£1/1(I8)
Note that 5
1= Zf(Xi|60%) 4 .
Tﬁ/ = ngz 8; X 16 —5 N (0,1(6%))
=1
by the central limit theorem. Moreover,
Lyrgry — Ly (5 (Xi | 67)> — f(Xi | %) g f (X | 67)
n n f(Xi | 6%)?
0 *1)2 92 *
v (el Xil07)° o e f(Xi]0)

f(Xi ] 0%)?

by the law of large numbers. In addition, by the bound on the third derivative,
1
~0"(g)| < M(X;) 25 B [M(X)].
|~ Z o [M(X)]

Combining the above pieces completes the proof. ]

Corollary 3.14. If © = (a,b) and the likelihood equation has a unique root for all x and n, then
the MLE is asymptotically efficient.

Exponential family Consider the exponential family f(z; | n) = exp (nT (z;) — A(n)). The
likelihood equation is

LT = Al = By 1)

Moreover, A”(n) = Var, (T(X;)) = I(n) > 0, so the RHS of the above equation is increasing in 7.
Hence the likelihood equation has exactly one solution 7j,, which satisfies

V(i —n) % N (0,1/ Var(T)).

3.4 Examples of maximum likelihood estimation

In this section, we discuss some examples of maximum likelihood estimation, complementing the
theory developed in Section 3.3.
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3.4.1 Some examples

Let Xq,..., X, beii.d. observations from some parametric model. We consider finding the MLE
by solving the log-likelihood equation. As we will see, this is not always possible.

Weibull distribution (MLE is the unique solution) The Weibull distribution on (0, o)
parametrized by A,k > 0 is used in, for example, survival analysis. Its density is f(xz | A k) =

%(f)k_le_(w/’\)k for x > 0. The log-likelihood is

n

(k2= [logi—l—(k—l)loga;i— (i)k]

i=1
Therefore, the likelihood equation, or more precisely, the system of likelihood equations, is

%) - ko kb
SOk @) = Z(—XJFA,;ZJ:O,

=1

8 n
aptA k) = Z(k“gX*ﬁlgx) 0-

=1

We obtain that the MLE of X is A, = (>r, zh) Y To see the uniqueness of the MLE of k, note
that with probability one, we have x; # A for all i € [n]. Then

o JU\k|x)—o00ask—0,
o %K()\,kz\m)<0ask:—>oo,and

k N2
dgk (\NE|x)= kl f\—}e(log%) < 0.

We see that the second likelihood equation also has a unique solution k:n, which gives the MLE of
k. The asymptotic efficiency of A and ky, is guaranteed by the general theory. (However, we need
a multivariate version of the theory proved above.)

Mixture of Gaussian distributions (MLE does not exist) Consider the mixture of two
Gaussians pN(u, 02) + (1 — p) N(n, 7%) where p € (0,1). The likelihood is

L(p, 0% 0,7 | x) :ﬁ[ exp(— (mi_m2> + 1 —p exp(— (%—77)2)}

, 202 2T 272
=1

2o

If we expand the product, one term will be

3

2 2

p(1—p)"! Xp(_m—m X (@) )

2 -1 2 2
(27m)n/ 2 20 —o 27

When p = x1 and ¢ — 0, this term goes to infinity. Therefore, the likelihood is unbounded, and
the MLE does not exist.
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Uniform distribution (MLE is not asymptotically normal) Consider the uniform distri-
butions Unif (0, 6) parametrized by 6 > 0, which do not have a common support. The MLE of 6 is
0 = X(,) and the MVUE is 6, = ”THX (n)- In addition, we have

n(6 —6,) N Exp(0,0) and n(6—6,) N Exp(—6,6),

where Exp(a, b) denotes the exponential distribution with density %6_@_“)/ bﬂ[a,oo) (z). In addition,
one can show that
2 2

E(nf, —0)>=20"——" 9202 and E(n(f,—0))* =62 21 S
n n

3.4.2 Linear regression
We now move away from the i.i.d. case. Consider the linear regression model
Y =XpB" +¢,

where Y is the vector of observations in R™, X is the design matrix in R™*?, 8* is the parameter
vector in R? to be estimated, and ¢ is the random vector of errors in R"™. There are two types of
assumptions on the design matrix X:

e Fixed design: X is a deterministic matrix.

e Random design: X is a random matrix. For example, the n rows of X are i.i.d. random vectors
o Rd
in R?.

In this section, we assume that € ~ N(0, 021,,), so, equivalently, Y ~ N(X 3*, 0%I,) with density

o 1 Y — X5*[|3
fY 187 = (2mo2)n/2 xp ( B 202 2)

in the case of a fixed design. For a random design, the above is still true conditional on X. The
log-likelihood of 3 is therefore

Y-XB|IIZ n

As a result, the maximum likelihood estimator J is the least squares estimator (LSE)

3 := argmin |Y — X33.
BeR

Low-dimensional case Let us first consider the case where n > d and X is of rank d. The
likelihood equation is —2X ' (Y — X 3) = 0, which we can solve to obtain the LSE

B=XTX)'XTy.

Consider a random design where the n rows {X,;'}7_, of X are i.i.d. from some nice distribution
with covariance ¥ = E[X;X,"]. Then the n entries of Y are i.i.d., and the asymptotic efficiency of
B is guaranteed by the general multivariate theory. While it is not easy to verify this statement
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directly, let us show that A, := /n(3 — 8*) is Gaussian conditional on X and has the correct
asymptotic covariance.

We fix n and condition on X in the sequel. First, the conditional Gaussianity of A, is clearly
true. Second, B is unbiased:

E[5 | X] = (XTX)"'XTXp" =,
so the Gaussian vector A,, has mean zero. Third, the covariance matrix of A,, can be computed:

E[AA, | X]=nE[(B - ) -6 | X]
—nB[(X X)X Tee"X(XTX)7 | X]
1 -1
= n(XTX) X T (02 L) X(XTX) ! = 02(—XTX) :
n
To see that this gives the correct covariance asymptotically, note that %X TX 2% so we

need to check that 02X ! is the inverse Fisher information matrix. Indeed, the Fisher information
that each Y; contains about 8* conditional on X is

% 1 1
I8 Xi) = —E[V3log f(Y; | 8%, X;) | Xi] = — [w(ﬂxm -X79) | XZ} = XX
Its expectation is I(3) = E[%XZXI] = %Z, as expected.

High-dimensional case We now consider the case where the columns of X are not linearly
independent, which is always true if n < d. Then the LSE B may not be unique. In this case, the
problem with the formula (X" X) !X TY is that X' X is not invertible. However, it suffices to
replace (X " X)™! by the Moore Penrose pseudoinverse (X ' X), defined using the singular value
decomposition (SVD). More precisely, define

f=(XTX)xTy.

To sce that 3 solves the likelihood equation V4||Y — X 8|3 = —2(XTY — XTX3) = 0, it suffices
to use basic properties of the pseudoinverse to check that

X"X8=X"TXX"X)' Xy =x"xxy =XxTy.
As B is not the unique solution of the likelihood equation, the general theory does not apply.
In fact, since n < d, the number of dimensions has to grow as n — oo. Therefore, it is not even
clear how we can talk about any asymptotic property.

3.5 Bernstein—von Mises theorem

While we have taken the frequentist point of view when discussing asymptotic estimation, it is also
possible to analyze Bayesian procedures and talk about their asymptotics.
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Gaussian mean estimation Recall the example of Bayesian Gaussian mean estimation: We

observe iid. X1,..., X, ~ N(6*,1) where §* ~ N(0,72). Then the posterior mean is 6, = 1+:z2TzX

This is very close to the MLE 0, = X when n is large, and 6,, -5 % as n — co. Moreover,

Vil = 0%) = V(0 — 0,) + /(0 — 0%) ~5 N(0,1),

because /n(0, — 0,) = \/ﬁﬁf( 250 and /n(6, —6%) LN N(0,1) by the asymptotic efficiency
of the MLE. Therefore, the Bayes estimator also enjoys the asymptotic efficiency just like the MLE.

We now introduce the Bernstein—von Mises theorem, which states that, as n — oo, the posterior
distribution behaves like a Gaussian distribution centered at an efficient estimator (such as the
MLE). The rigorous statement involves a set of regularity assumptions which we omit, and we only
provide a very brief sketch of some ideas of the proof. See [vdV00] for the full statement and proof.

For two probability distributions P and Q with densities f(x) and g(z) respectively, define the
total variation distance between them as

— 5 [ 15@) ~ 9| duta) = 5 max [ hia)(£(2) - o) du(o).

2 |h(z)|<1

Theorem 3.15 (Bernstein—von Mises; informal). Consider i.i.d. X1,..., X, from a “nice” para-
metric model Py~ where 8* € ©. Let m be a prior on © with density p(6) > 0. Let m, denote the
posterior with density p(0 | X) where X = (Xq,...,X,). Moreover, let ¢, denote the distribution
N (Hn, nl(a*)) where 0, is an asymptotically efficient estimator. Then we have that

TV(Tn, dn) =0 asn — oo

with respect to the probability distribution Py«.

Sketch of ideas. We are interested in the posterior around 0,. Recall that the posterior is

o0 |2y = {@19)-P(6) _ LO])-p(6)

f(x) f(x)

where L is the likelihood. Consider a change of variable ¢ = /n(# — 6,), and let ¢ denote the
density of ¢. Then our goal is to show that the posterior ¢(¢ | x) is close to N (0, ﬁ) Note that

we have 6 = 0, + ¢/+/n and

q(¢ | x) = \}ﬁp<9n+jﬁ | x)

Therefore, combining the above two equations yields

logq(¢|x)—£(0 —i—fbf)—i-logp(@ +\¢F)+C( x),

where £(6) = log L(0 | ) denotes the log-likelihood, and C(z) is a quantity that only depends on
z and whose particular value is not important. Taylor expansion yields

log (6 | 2) = £(00) + £/(6,)- = + 5 "(0) &

Jn 2+10gp(0 +\¢f>+0( x).
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Suppose that 6, is the MLE. Then, ¢ 0,,) depends only on , and ¢'(6,) = 0. Moreover, E[e"(0)]
—nl(6), so we have ¢"(0,) ~ ¢"(6*) ~ —nI(6*). Finally, we approximate the term log p(6,, +

=

n

by log p(6*). In summary,
1 *
logq(¢ | z) ~ —51(9 )¢* + Ca(x)

for a quantity Ca(x) that only depends on x. Therefore, ¢(¢ | x) is proportional to exp (%)

In other words, the posterior distribution of ¢ is approximately N (0, ﬁ) ]

3.6 Bootstrap methods

In this section, we introduce bootstrapping, a method based on sampling with replacement, and
then study its asymptotic properties.

3.6.1 Jackknife estimator and bias reduction

Given i.i.d. observations Xi,..., Xn ~ Py, let 6, = é(Xl, ..., X,) be an estimator of § with bias
denoted by b(0) = Eg[0y,] — 0. Can we estimate and reduce the bias?
Let 0(_; = 0(X1,...,Xi—1,Xit1,...,X,) be the estimator of § with the ith observation re-

moved. The jackknife estimator of the bias b(6) is defined to be

by = (n — 1) (% zn:é(_i) - én)
i=1

The jackknife bias-corrected estimator of # is defined to be

It is not hard to see that if

then the bias of the jackknife bias-corrected estimator is of a smaller order
~ 1
n=0=0{13)
E[6,] —-0=0

Bias reduction, however, does not necessarily yield a smaller risk.

3.6.2 Mean estimation and asymptotics

Let us use the simple problem of mean estimation to explain why bootstrapping is useful for
studying properties of an estimator.

Fix i.i.d. observations X1, ..., X, from a distribution with population mean # € R and variance
0% < co. Suppose that we would like to study the sample mean

1 n
X, = - X;X
1=
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Let Uy, be the distribution of resampling from the observations uniformly, i.e., U, = Unif ({X;}1).
Consider i.i.d. Yy, ; ~ Uy, for e =1,...,n. We call

1
Y, = E Zlyﬂ,z
1=

the bootstrap sample mean. Conditional on Xj,..., X, it is clear that each Y}, ; has mean X,,.
Therefore, the bootstrap sample mean Y, is an estimator of the sample mean X,,. To understand
the behavior of X,,, the main idea of bootstrapping is that the distribution of X, — # can be
approximated by the distribution of Y,, — X,,. In the case of mean estimation, this claim is justified
by the following theorem.

Theorem 3.16. Let ® denote the CDF of N(0,1). We have that, as n — oo,

suIE‘P{\/ﬁ(Yn—Xn) <t|Xy,...,Xp}—®(t/o)] — 0
te

almost surely with respect to the randomness of X1,..., Xp.

The central limit theorem says that /n(X, — ) LN N(0,0?), and the convergence is in fact

uniform in the sense that

fél]Rp ‘]P {Vn(X,-0) <t} - @(t/a)’ —0

Comparing the above two displays, we see that the behavior of X,, — 6 is indeed similar to that of
Y,, — X,, when n is large.

In this setting, we understand the distribution of X,, — @ very well in view of the central limit
theorem, so there is no need to study Y;, — X,,. However, for more complicated models, if we have
no idea of the behavior of

6, —0, where 6, = é(Xl, ooy Xn),

bootstrapping becomes useful because we can generate bootstrap samples {Y, 1,...,Y, ,} and study
the distribution of

~

0, — 0,, where 0, = é(le, e Yo,
There are typically two ways to generate the bootstrap samples {Y,, 1,..., Y, }:
e Nonparametric bootstrapping: We sample i.i.d. Y, 1,...,Y, , ~ U, as above.

e Parametric bootstrapping: If we know that Xi,..., X, are from a parametric model Py, instead
of resampling Yy, 1,..., Y, » from {X1,..., X}, we can sample Yy, 1, ..., Y}, , from the model PAn,

where 6, is the estimator in consideration. Then we can compute the bootstrap estimator 6,, in
the same way.

For the proof of Theorem 3.16, we need the following lemma.

Lemma 3.17. If X,, has CDF F,, and X has CDF F which is continuous, then

X, %X = sup|F.(t) - F(t) — O.
teR
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Proof. Since F' is monotone and continuous, there exists x; such that F(x;) = i/k for each i =
1,...,kand —co =z < 1 < -+ < 2 = 00. For all z € [z;_1,x;], we have

F,(z) — F(z) < Fp(x;) — Fxi—1) = Fp(x;) — Fx;) + 1/k,
Fn(x) — F(.Z‘) > Fn(a:i_l) — F(l’l) = Fn(l'i—l) — F(wi_l) — 1/k.

Given any ¢ > 0, take k sufficiently large such that 1/k < /2. Then take n sufficiently large
depending on € and k such that

|Fy(x;) — F(zy)| <e/2 foralli=0,1,..., k.
It follows that

sup |Fy(z) — F(z)| <e/2+ 1/k < e.
zeR

Proof sketch of Theorem 3.16. Let X = (Xy,...,X,). We have
1 « o
Var(Y,i | X) = BY,S; | X] = B[V, | X])* = EZXZ? - X5 5o
i=1

with respect to the randomness of X. By a version of the central limit theorem for the “triangular
array” {Y,;}, we obtain

VY, — Xn) —% N(0, 02).
Lemma 3.17 then implies that the desired result. O

3.7 Sampling methods

For a random variable X ~ P and a function g, it is a common task to compute the expectation
E[g(X)]. If this cannot be done analytically, then we can use numerical approximation. However,
sometimes it is not even clear how we can sample X ~ P in practice.

3.7.1 Sampling with quantile function

Not every distribution is built in any program. Suppose that we would like to sample from a
distribution P. Let F' be the CDF of P. Then the quantile function of P is

Q(u) :=inf{t : u < F(t)},

which is simply the inverse of F' if F' is invertible. If we know @ and can sample from Unif(0, 1),
then we can sample from P.

Proposition 3.18. For any distribution P with quantile function @, if U ~ Unif(0,1), then X =
Q(U) has distribution P.

Proof. 1t suffices to note that

P{X <t} = P{Q(U) < t} = P{U < F(t)} = F(t).
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Foriid. X, Xy,...,X,, ~ P, by the law of large numbers, we have

13 g(x0) Iy Elg(X)]
=1

Therefore, we can approximate expectations via sampling.

3.7.2 Importance sampling

Sometimes the quantile function of a distribution P can be hard to compute, so we need another
method to sample from P. Let f be the density of P. Let h be the density of a distribution Q
whose support includes that of f. Suppose that we can sample from the distribution Q. Let X ~ P
and Y ~ Q. We have

(Y)

o (B3] = [ AL skt do = [ o)1) do = Bplg(x)]

Therefore, to approximate Ep[g(X)], we can sample i.i.d. Y7,...,Y, ~ Q and use the fact

39 1) L Bplg (X))

3.7.3 Metropolis—Hastings algorithm

We introduce a very simple example in the class of Metropolis—Hastings algorithms. Consider a
setup similar to the previous subsection. Suppose that the densities f and h satisfy f < Mh for a
constant M > 0. To sample X ~ P, we can run:

1. Generate Y ~ Q and U ~ Unif(0,1).

2. U < ]\/j[c}(l}(/}),) take X =Y; otherwise, return to Step 1.

To see that X ~ P, note that

f)
IP{XSt}:P{Ygt(Ug J¥) }—P{Y<t U< sty )

M0 "R (U < ff)
t f(y)
LIPS 0 s,
JP{U< Aj,(ly)} h(y ar [ fw)dy

which is the CDF of P at ¢.

3.7.4 Gibbs sampler

When dealing with a joint distribution, one may use the Gibbs sampler. Let us consider a sim-
ple example in the bivariate setting. Suppose that we would like to sample (X,Y") with density
fx,y. Suppose that it is hard to sample from the joint distribution, but easy from the conditional
distribution when one of the coordinate is fixed. Starting from a fixed value Xy, for t > 1, we do:
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LY~ fyix( | X = Xi1);
2. Xp~ fxy (LY =Yh).

This algorithm generates a sequence (X¢, Yz)}_; which is a Markov chain with invariant distribution
fx,v. By the ergodic theorem, for a bivariate function g, we have

-3 0% ) 5 Blg(X,Y)]
t=1

This can be generalized to the multivariate case and is often useful in Bayesian estimation, for
example, when computing posterior means.
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Chapter 4
Finite-sample analysis

In this chapter, we focus on the minimax point of view and finite-sample analysis. We frequently
prove results of the form

sp S infsup R(g(0), Gn) < 7 (4.1)

gn €O
where “<” means “<” up to a constant factor (independent of n), and s, and r, are sequences
that converge to zero as n — oo. The sequences s, and 1, are referred to as rates of estimation
or rates of convergence. Hopefully, we have s,, = r, in which case we obtain matching upper and
lower bounds on the minimax risk.
A simple example we have seen is that, for Xi,..., X, ~ N(u, 1), we have

inf sup BE(u — )% = 1/n.
Hn peR
For more complex problems, we typically cannot obtain such a precise result.
Note that a result like (4.1) falls in the finite-sample category as it holds for any fixed n. Yet
it has an asymptotic flavor because we are interested in large n and ignore constant factors. An

upper bound like that in (4.1) strengthens asymptotic consistency since it gives an explicit rate of
convergence over the entire parameter space.

4.1 Rates of estimation for linear regression

Recall the linear regression model
Y=Xp"+¢ (4.2)

with a fixed design matrix X € R"*?¢ and ¢ ~ N(0,0%I,). Let B be an estimator of 5*. In the
sequel, we consider the following loss functions: (1) mean squared error %[|3 — 8|3, and (2) mean

squared prediction error %HX B—X B*||3. There are usually two types of rates of estimation for
problems studied here: (1) slow rate 1/4/n, and (2) fast rate 1/n.

4.1.1 Fast rate for low-dimensional linear regression

Let us start with proving a fast rate of estimation in the low-dimensional case.
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Theorem 4.1. For the linear regression model (4.2), the LSE = (X X)IXTY satisfies
1 A N T
~E[IX5 - X85 =0"",
n n
where v is the rank of X. In addition, if X is of rank d, then
1 |
- E _ *(|2 —_ _
SEIB=B15 = ;A
where \i, ..., \q are the eigenvalues of X ' X.
Proof. By the definition of B and basic properties of the pseudoinverse, we have
XB-Xp =X X"X)' xTy — xp*

= X(X'X)XTXB - X"+ X(XTX) XTe
= X(X'TX)X"e.
It follows that
E|X5 - X673 = E[IX (X X)"X e[
=tr B [X(X X)X TeeTX(XTX)TXT]
=o2tr (X(XTX)XT) = o,

where the last equality can be seen from the SVD of X.
In addition, if X is of rank d, then similarly,

BB =X"X)'XTXB -+ (XTX) ' XTe=(XTX)"'XTe.

As a result, we obtain
E |5 - 513 = o tr (XTX)7H),

from which the desired result follows. O

4.1.2 Maximal inequalities

As a preparation for the next subsection, we now introduce sub-Gaussian random variables and
maximal inequalities. We say that a random variable X is sub-Gaussian with variance proxy o?
and write X ~ subG(c?) if the MGF of X satisfies

E [eA(X—IE[X})] < 60'2)\2/2

for any A > 0. In particular, if X ~ N(u,c?), then X ~ subG(c?). Moreover, if X ~ subG(c?) and
a € R, then aX ~ subG(a%0?).

Proposition 4.2. For (not necessarily independent) zero-mean random variables X; ~ subG(a?)

where i € [n], we have
E [maxXi] < maxo;-1/2logn.

i€[n] i€[n]
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Proof. Let 0 = max;c[, 0;. For any A > 0, we have

1
E max X = — E log 6)‘ maXzE[n] Xl < log E eA maxie[n] X,L-
i€[n] A A

1 o2 logn o2
<<l E M < - 1 " emiN2 < -
og Z e og + 9

>

i€[n] i€[n]
Taking A = 0~ 1/2logn yields the result. O

We say that a random vector X in R" is sub-Gaussian with variance proxy o2 and write X ~
subG,(0?) if vT X ~ subG(c?) for any fixed unit vector v € R”. In particular, if X ~ N(u,0o21I,),
then X ~ subG,(c?).

Proposition 4.3. Let K be a convex polytope in R™ with vertices vi,...,vq, and consider a zero-
mean random vector X ~ subG, (c?). Then we have

E [maxX v} <maXHv,H2 ov/2logd.
i€ld

veK

Proof. Let us define

d
A::{QERd:aiEO,Zaizl}.

i=1
For any vector v € K, we can write v = ch‘l:1 o;v; where o € A. Hence
d

max X | v = max g aiXTvi = maxXTvi.
veEK aEA ¢ icld)

By the sub-Gaussianity of X, we have X "v; ~ subG(c?||v;]|2), so the result follows from Proposi-
tion 4.2. O

4.1.3 Slow rate for high-dimensional linear regression

Theorem 4.1 gives the fast rate d/n for low-dimensional linear regression when X is of rank-d.
However, this rate becomes vacuous in the high-dimensional case since d/n is not shrinking to zero
as n grows. For consistent estimation in high dimensions, we have to assume that g* is of low
complexity in a certain sense.

Let K C R% be a closed set. If we know 8* € K a priori, we may consider the constrained LSE

Bx = argmin ||Y — X2, (4.3)
BeK
A prominent example of K is the ¢1-ball of radius x > 0, i.e., K is equal to
d
But) = {6 € B 151 = 3161 < .
i=1

In this case, the optimization problem (4.3) is a computationally feasible convex program.
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Theorem 4.4. For the linear regression model (4.2) where € is a zero-mean subGy(c?) random
vector, suppose that we have * € Bi(k) and max;¢(q || X;ll2 < /n where X; denotes the jth column

of X. Then the constrained LSE 531(,{) satisfies that
log d

1 A * (12
L X By — X871 < oy

Proof. For simplicity, we write B = ﬂABl(,{). By the definition of B , we have
1Y — XBII5 < Y — XB*|3 = [le]3-
Expanding the LHS gives
1Y — XBI3 = X"+ — XB|5 = IX(B— B3 — 2¢" X (B - 8%) +|lell3.
As a result, we obtain

XB-p9E<2e"X(B-pB") <4 TXB<4 To,
[ X(B—8)|3<2 X(B-57) < ngﬁ;)&? 5 < rglez%w v

where we used that || — 8|} < 2k, and D := {XS: 8 € Bi(k)} C R™

To bound this supremum, note that D is a polytope in R™ with at most 2d vertices that are in the
set {kX1,—kX1,...,6Xq, —£Xgq}. In addition, each vertex has ¢o-norm bounded by k|| X;||2 < ky/n
by assumption. As a result, we obtain

E|X (58— 8|3 < 4Ema5<g% < ky/n - oy/2log 2d
ve
by Proposition 4.3. ]

In fact, a rate of estimation like that in Theorem 4.1 also holds for ﬁABl(,{), so that we have

1 . N ) d logd
LB X Bs, ) — X873 < min (oz,am )
n n n

Let us consider the case o = 1 for simplicity. In the low-dimensional case d < n, we observe a fast

rate d/n. In the high-dimensional case d > n, we obtain a slow yet consistent rate xy/ %. This

is usually called the elbow effect. In fact, one can still achieve a fast rate that scales as 1/n in the
high-dimensional setting; we discuss a special case in the next section.

4.2 High-dimensional linear regression

4.2.1 Setup and estimators

As we have seen, when the dimension d of the problem exceeds the sample size n, we can still do
consistent estimation if ||3*||; < k for a small k. Another popular assumption is that 5* is k-sparse,
ie, f*isin

d
Bolk) = {5 € R 150 = 3 105 # 0} < b},

i=1
There are many potential estimators of §*:
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e For ||5*]|o < k, the constrained LSE is

Bio(k) = argmin [[Y — X |J3.
1Bllo<k

Unlike the constraint ||5]|; < k which is convex, here ||(||o < k is a discrete constraint with more
than (Z) possible choices of 5. Hence this optimization problem is computationally infeasible in
the worst case.

e If 5* is k-sparse and each entry of 5* is in [—1, 1], then ||5*||; < k. Hence we can still consider

B, (k) := argmin [|Y — X 3|I3
1Bll1<k

in this case, which is a computationally efficient and statistically consistent estimator.

e The /¢1-constrained LSE requires the knowledge of the (typically unknown) sparsity k. Instead,
the most popularly used estimator is the LASSO estimator

BYASSO . — argmin ||Y — X 3|13 4 2A|18]|1,
BERY

where A = Coy/nlogd for a constant C' > 0. This is an £i-penalized estimator, in comparison
to the f1-constrained LSE above. They enjoy similar rates of estimation. Note that A does not
depend on k, so LASSO adapts to the sparsity of 5*.

e A more recently proposed estimator is the SLOPE estimator

BSLOPE := argmin ||Y — Xﬁ“% + 27| 8]l
BERA

where 7 = C'on for a constant C' > 0 and the norm |||, is defined as follows. Let A\; = /log(2d/7)
for i € [d]. Let B(y),...,B) be the order statistics of (i, ..., B4 such that

1Byl = Byl = -+ = [Bayl-
Then we define

d
1B+ == XilBe|.
=1

The SLOPE estimator achieves slightly better rate of convergence than the LASSO estimator.
Although the norm ||f||.« is more involved than [|3]/1, the SLOPE estimator can be efficiently
computed.

4.2.2 Fast rate for sparse linear regression

We now prove that the estimator /380(k) achieves a fast rate of estimation when the entries of 5*
take discrete values. This setting is very special and the estimator is computationally infeasible.
However, the simple proof provides some intuition for why we can obtain the fast rate of estimation
in certain cases.
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Theorem 4.5. For the linear regression model (4.2) where € is a zero-mean subGy(c?) random
vector, suppose that we have 5* € By(k) and BF € {—1,0,1} for each i € [d]. Define an estimator

B = argmin X8 —Y]|3.
ﬁEBO(kj)m{_lvO?l}d

For any § € (0,1), it holds with probability at least 1 — § that

1, .« k. 5ed k d
ZIXB - XB*2 <1602~ log — < 02~ log —.

Proof. Using the same argument as in the proof of Theorem 4.4, we obtain

. . . X(6 - 5%
X (B — 2 <2:TX(B— B*) =2||X(B — el -
1 X(B—=8")5<2e X(B—p%)=2(|X(B~-5)z2-¢ XG0,
Define a set
D= {v ceRY:v= ”;;5”2 for u € {—2,—1,0,1,2}%, [Jullo < 2k}.

Then we have

| X (B —B")|]2 < 2supev.
veED

Since each v € D is a unit vector, we have ' v ~ subG(c?). As a result of a homework problem,

2
-
P{e v>t}§exp<—T‘2>

for any t > 0. Moreover, the set D has cardinality at most (Qdk) 52k < (%)Qkf)%. By a union bound,

ed\ 2k 2
P{swpeTo>th < (G0) 5 e (- 55)
13}16111;5 v>tp < 5% exp 557

For 6 € (0,1), we take t = 20y /klog 3% and obtain

5ed
P v >204/klog — ¢ <.
{Slelg€ v > 20 Ongé}_

This combined with || X (8 — %2 < 2sup,ep €' v finishes the proof. O

4.2.3 Fast rate for LASSO

The computationally efficient LASSO estimator in fact achieves the fast rate of estimation for sparse
linear regression under reasonable assumptions on the design matrix X € R"*¢. We introduce two
related assumptions:
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e We say that the design matrix X € R™*¢ is d-incoherent if the matrix
1
ZXTX -1,
n

is entrywise bounded in absolute value by § > 0. Note that if the rows z,| of X are sampled i.i.d.
from a distribution with mean zero and covariance Iz, then the above matrix is equal to

1 n
; E xix;—Id
=1

and converges to 0 by the law of large numbers. Therefore, incoherence is a reasonable assump-

tion. Furthermore, it can be shown that as along as n 2> 1%%‘1, we can sample a random matrix

X € R™*? that is d-incoherent with probability 0.99.

e For any 3 € R? and S C [d], let Bs denote the vector in R? with (Bs); = 3; for i € S and
(Bs)i =0 for i € S¢:=[d]\ S. Define a cone of vectors

Cs = {BeR:[|Bse|r < 3||Bs|1}

If |S| < k, then the cone Cg contains approximately k-sparse vectors § with support approx-

imately contained in S. We say that X satisfies the restricted eigenvalue (RE) condition for
k-sparse vectors if

X3 1

i BI85 1

S|<kpecs nl|Bllz — 2

(4.4)

Note that if the infimum is taken over all 8 € R¢, then the condition is saying that the smallest
eigenvalue of %X TX is lower bounded by 1/2. This is why the above condition is referred to as
the RE condition. Furthermore, it can be shown that as soon as n 2 klogd, we can sample a
random matrix X € R™*? that satisfies (4.4) with probability 0.99.

The following result shows that incoherence is stronger than the RE condition when the param-
eters are appropriately chosen.

Proposition 4.6. Consider a subset S C [d] with |S| < k and a 5 -incoherent matriz X € R™ 4.
If B satisfies the cone condition ||Bsc<|1 < 3||Bsl1, then it holds

2
1813 < ~1IX5]3.
n
As a result, every ﬁ—mcoherent matriz X € R™ % satisfies (4.4).
Proof. We have
IXBII3 = X Bs + X Bsell3 = | X Bs|3 + 1X Bsell3 + 285 X T X Bse.
The three terms can be controlled as follows:
o 2IXBsl3 =18sl13 + 85 (X "X — 1a) Bs > |1Bsl13 — 52185 1%:
o LIXBsell3 = l1B8s¢l3 + Bge (: X TX — Ia) Bse > [|Bsell3 — 535 18517 > l1Bsell5 — 535 118s113;
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o BIXTXBse =B Bse + B3 (XX —14)Bse = gz |IBslll Bsell > — 535185 13-
Combining the three terms yields

5]

1 1 1
IXBI3 > 1813 — o 18513 > 113 — L1813 > 51815,

where we used the Cauchy—Schwarz inequality ||8s||? < |S] - ||8s]|3- O

Lemma 4.7. For X € R™ Y, suppose that maxe(q] | X113 < 2n where X; denotes the jth column
of X. Let e ~ subGy,(c2). Then we have || X Te||oo < 20+/nlog(2d/d) with probability at least 1 — 6.

Proof. We have XjTe ~ subG(2no?) and thus lP{]XjTE\ >t} < exp(4;?2) by a homework problem.
Therefore,
—¢2
T T
P{|X Teo >t} <P { ma |Xe] > t} < 2dexp (4n02).
Choosing t = 20+/nlog(2d/§) completes the proof. O

Theorem 4.8. Consider the linear regression model Y = X[* + ¢ where ||f*]lo < k and € ~
subGy(0?). Suppose that X satisfies the RE condition (4.4) and that max;e(q | X;[13 < 2n (both of
which hold if X is ﬁ—incoherent}. Define the LASSO estimator

B :=argmin||Y — X2+ 2\||8]|1,  where X := 8a+/nlog(2d/s).

BeRA

For any ¢ € (0,1), it holds with probability at least 1 — § that
. 24 k d
— B3 < ZIXB - X532 < 0? = log ~.
18- 613 < 21X3 ~ X513 < 0”2 og §
Proof. By the definition of the LASSO estimator, we have
1Y = XBI5 +2MB8]1 < Y = X513+ 2A187 1.
Expanding ||Y — X 3|2 = || + X8* — X 3|2 and adding A||3 — 8*||1 on both sides, we obtain
IX8* = XBI5+ B =B < 26" X(B—8%) + AlIB = B[l + 2|81 — 2A[1 8-
By Hélder’s inequality and the above lemma, it holds with probability at least 1 — § that
) * 2 * A * Aa *
e X(B =8 < I1X Tellool|B — 711 < dov/nlog(2d/) |5 — 5"y = 5 |18 = 8-
As a result, with .S chosen to be the support of 5*, we get

1X5" — XBI2+MIB — Bl < 2018 — 811 + 2)\18* |11 — 2718]:
= 2| Bs — B[l + 2X185l1 — 2X|Bs|ly < 4\[1Bs — BElh.  (4.5)

This in particular implies that
18se = Bgellr < 3118s — 851,

62



that is, 8 — 8* satisfies the cone condition. Then it follows from the Cauchy—Schwarz inequality
and (4.4) that

N N N k A
18s = 85l < VE|1Bs = B5ll2 < VE(IB = B*[|2 < \/leXﬁ = X572

Plugging this bound back into (4.5), we obtain

* A 2k A * * A k
1XB" = XBI5 <aM/ I XB = XB"a = [XB" - XB <3207,

This completes the proof in view of the definition of A and that |3 — 8*||3 < %HXB —Xp*3. O

4.3 Generalized linear regression

4.3.1 Setup and models

A generalized linear model can be defined using an exponential family. Fix a parameter vector
B* € R For each i = 1,...,n, suppose that we observe a design point z; € R? and a random
outcome Y; ~ P, 1 5. with density of the form

yi -z B — Az] 8%)

o2

Flyi |2l 8 = exp ( ) - hlyiso)
for functions A(-), h(-), and noise parameter o > 0. Suppose the observations are independent so
that the log-likelihood is

n

317y =y (FEEZACD gy, o).

; o?
=1

Usually the function A is convex, so we can efficiently solve for the MLE.
Let us see two examples of the above general model:

Gaussian linear regression In linear regression (4.2) with Gaussian noise ¢ ~ N(0,021I,), let
Y; be the ith entry of Y, and let xZT be the ith row of X. Then we have

| a7 %) = oxp (VT B2 oy (B rog vam?).

o2

Hence, this is a special of the general model.

Logistic regression Consider independent binary observations Y7, ...,Y,, where

1
Y; ~ Ber (1 - exp(—x?ﬁ*)>‘ (4.6)
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Then we have

Tk 1 vio exp(—z]B*) \1-v
flyi | z; B) = <1 +exp(—x:5*)) <1 +exp(—$:5*)>

exp(—z/ §*) >

+ (1 —y;)1
( yi) log 1+ exp(—xiTﬁ*)

=e 1o
P (yz ® 14 exp(—a) B7)

=exp (yz- -x; B* —log (1 + eXP(wiTB*)))

which is again a special case of the general model. What motivates the logistic regression model?
The task of classification: g* is a linear classifier that we aim to learn, each x; is a vector of d
features, and each Y; represents an outcome of classification.

There is a different class of generalized linear models:
Yi = F(a] ) + &

fori=1,...,n, where F' : R — R is a known, increasing function, and ¢; is zero-mean noise. In
the matrix form, we have

Y = F(XB") +¢, (4.7)

where X € R"*4, g* ¢ R, ¢ € R", and F applies entrywise to X /3*.

Note that (4.7) reduces to linear regression if F'(t) = t. Moreover, if F' is the logistic function
defined by F(t) = ﬁ and ¢; = Y; — F(x] 8*), then (4.7) reduces to logistic regression (4.6).
Another example is the probit model, where F' is taken to be the CDF of a standard Gaussian, and
Y; ~ Ber(z] 5%).

4.3.2 Maximum likelihood estimation for logistic regression

To study logistic regression (4.6), let us focus on the low-dimensional regime where d < n and X is
of rank r. For Gaussian linear regression, Theorem 4.1 shows that the MLE (i.e., the LSE) achieves
the rate of estimation r/n. We now show that this is also the case for logistic regression.

To be more precise, for a constant B > 0, consider the parameter space

©:={BeR": |z/B| < B,iecn]}

and suppose * € ©. The function F(t) = Tle,t satisfies that 1 — F'(t) = F(—t), so we have

Flyi | 2! B%) = F(z] 8"V F(—x] g7 7¥.
Define g(t) := log F(t). Then the MLE is

3= Y Yig(z] 1-Y)g(—2'B)]|.
B argé%aX;[ g(x] B) + ( )g(—z] B)

Theorem 4.9. Consider the logistic regression model (4.6) where * € ©. Then the MLE é
satisfies that

1 - . r

~E|X5- X3 <p

n n

where the hidden constant depends on B and r is the rank of X.
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Proof. One can check that g(t) is k-strongly concave in the sense that

g(t) < g(t*) + g/ (")t —t*) — K(t —1")?

for all ¢,¢* with |t| < B, [t*] < B, for a constant x = k(B) > 0. Since |z} 5| < B, we see that

UB) =B Y) =Y |Yiglai B) + (1 = Yg(~2] )

=1
<Y [Yiga! B + (1= Yog(—a 5]
=1
+ Y [Yig @l 87 - (1= Yoy (! 8] (a] B — 2] %)
=1

= 0(B") + e (XB — XB7) — k| X~ X513,
where ¢ is the vector with entries &; := Yig/(z; 8*) — (1 — Y;)¢/(—x; 8*). In addition, £(3) > £(8*)
by the definition of the MLE, so
) * 1 A * 1 2 * 1 ) *
1X5 = XB5 < —e"(XB = Xp") = —e"XXTX(B = 87) < —[[e" XXT||]| X (B = 57>
by the definition of X' and the Cauchy-Schwarz inequality. Rearranging terms yields

. i 1
13 - X673 < — T X XT3,

Consider the SVD X = UXV . Then XX = UXXTUT and thus

T
le" XXTI3 = le"UZETF = ) (eTuy)?,
j=1

where u; is the jth column of U. Moreover, the fact that ¢/(t) = 1 — F(t) = F(—t) implies
sii=Yi(l = F(z] 7)) = (1= Yi) F (2] B) = Vi = F(a] 5°).

In view of the model (4.6), we see that ¢; is simply the deviation of ¥; from its mean, so E[e?] < 1/4.
It follows that

2 1 1
E(eTu)? =) B (& (uy)i)” < ZHUH% =7

Combining everything yields

1 X . -
B (X3 - XB3 < == Y BeTwy)? < ——
n K,njzl

which completes the proof. O
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4.4 Nonparametric regression
Let us consider an even more general regression model

Yi = f(zi) + e, i€|nl, (4.8)
where x; € R are the design points, and ¢; are independent noise with E[e;] = 0 and E[¢?] < o2.
The linear and generalized linear regression models assume f(z;) = =} 3* and f(z;) = F(z; 8*)
respectively. Nonparametric regression, on the other hand, does not assume that there is an

underlying parameter vector §*. Instead, we impose a certain nonparametric assumption on the
function f, such as smoothness, monotonicity, or convexity.

4.4.1 Model and estimators

Let us focus on the simple setting where d = 1, x; = i/n, and f : [0,1] — R is Holder smooth in
the following sense.

Definition 4.10. Fiz 8 > 0 and let £ := |B]. The Holder class X(3) on [0, 1] is defined as the set
of € times differentiable functions f :[0,1] — R whose Lth derivative O satisfies

1fOz) = fO@N] < Llw =2/, for all w,2" € [0,1],

for some constant L > 0. We also use 3(5,L) to denote all functions f satisfying the above
conditions for a fized L > 0.

Note that for a larger 3, the condition is stronger and thus ¥(3) is smaller.

Kernels Before defining the estimator of interest, we first introduce a kernel function K : R — R,
such as:

e Rectangular kernel: K (u) = 31{|u| <1};

e Triangular kernel: K(u) = (1 — |u|)1{|u| < 1};

Parabolic kernel: K(u) = 3(1 — u?)1{ju| < 1};

Quartic kernel: K (u) = 12(1 —u?)?1{|u| < 1};

Gaussian kernel: K (u) = \/%e_“/z.

In the sequel, we focus on kernels that satisfy
0<K <1, supp(K)cC[-1,1], K(u)=K(—u), /K =1. (4.9)

Note that the above kernels except the Gaussian kernel satisfy these conditions.
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Nadaraya—Watson estimator Given a kernel K and a bandwidth h > 0, a prominent kernel
estimator of the regression function f is the Nadaraya-Watson estimator fNW, defined as

) o T Y (57)
2 i1 K (555)

if Y K(¥*) #0, and FNW() := 0 otherwise.
More generally, one can consider a linear nonparametric regression estimator f linear of the form

flinear(x) — Z YiW(x),
i=1

where W;(z) = Wyi(z,x1,...,2,) with > ;" Wi(x) = 1.
Consider the Nadaraya-Watson estimator with the rectangular kernel: If K (u) = 11{|u| < 1},
then fNW(z) is the average of Y; for which z; € [x — h, x + h].
e As h — oo, we have that fNW(z) tends to LS | Y;, which is a constant that does not depend
on z. Then the bias is too large, and this situation is called over-smoothing.

e As h — 0, we have fNWV(z;) = Y; and fNWV(z) = 0 if 2 # ; for any i € [n]. Then the variance is
too large, and this situation is called under-smoothing.

We need to choose an appropriate bandwidth A to achieve an optimal bias-variance trade-off.

The Nadaraya—Watson estimator can also be interpreted as a weighted LSE:

FNW(2) = argmin i(YZ - 9)2K<w>,

h
0cR S

where the kernel downweights z; if x; is far away from x.

Local polynomial estimator Following the intuition of weight least squares, we can design a
more sophisticated estimator using the Taylor expansion of f, and with 8 replaced by a polynomial
of degree ¢ = |3]. For f € 3(5,L) where 8 > 1, for z close to x, we have

f'(=) 19 ()

FE) = @)+ @)z -2+ 5= -a) + -+

where the vectors 6(z) = 0,(x) and U(u) are defined by
0(x) = (f(x), f'(@)h, f"(@)h?,..., fOR)",

w2 U\ T

= (L)
Ut = (L. 27

Definition 4.11. The local polynomial estimator of order £ (LP({) estimator) of 6(x) is the vector

0(z) in R defined by

(=) =) U (),

Moreover, the LP({) estimator of f(x) is defined by
f(x) = U(0)T0(x) = b(a).
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Note that fNW is simply the LP(0) estimator.
We can rewrite 0(x) as

0(z) = argmin —260 " a(z) + 0" B(x)0,
feRH1

where the vector a(x) and the matrix B(x) are defined by
1 & Ti— T Ti—
=2 ()R (),
o) = ; I h

B = 5 U)o ()R (),

If B(x) is positive definite, then the solution A(x) of the quadratic program is given by

Consequently, we have

flo)=>_ YiWi(x) (4.10)
=1
where .
Wi(z) == EU(O)TB(a:)’lU<xi;x)K(xi;x). (4.11)

~

In particular, the LP(¢) estimator f(x) of f(z) is a linear estimator (linear in the data Y;).

4.4.2 Rates of estimation for local polynomial estimators

Before analyzing the rate of estimation achieved by the local polynomial estimator, we first show
that the weights defined by (4.11) are able to “reproduce” any polynomial of degree < .

Proposition 4.12. Suppose that B(x) is positive definite. Let Q(x) be a polynomial of degree < £.

Then we have
n

3 Q) Wile) = Q(x)

i=1
where the weights are defined in (4.11). In particular,

n n

> Wilx)=1, ) (x—x)Wi(z) =0 for all k € [(]. (4.12)

i=1 i=1




where ¢(z) == (Q(z),Q'(z)h, ..., QW (a;)hf)—r € R Set Y; = Q(x;). Then we have

gl ; [Q(wz) — 97U<$i;m>}2K(a¢i}:m>
[

Since B(z) is positive, we have 8(z) = ¢(z) and therefore f(z) = 6(z); = Q(z). The reproducing
property then follows from (4.10).
For (4.12), take respectively Q(¢) = 1 and Q(t) = (t — x)¥. O

In addition, we impose an assumption: The smallest eigenvalue Apin(B(x)) of B(x) satisfies
Amin (B(2)) > Ao (4.13)
for any = € [0, 1] for a constant \g > 0. In particular, || B(z) 'v|lz < ||v|l2/Xo for any v € R,
Lemma 4.13. Under assumptions (4.9) and (4.13), the weights defined in (4.11) satisfy
o Wi(x) =0 if |z — x| > h for any i € [n];

o |[W;(x)] < nh2>\o for any x € [0,1] and i € [n];

o Yl [Wi(z)] < % for any x € [0,1] if h > 1/(2n).

Proof. The first statement is obvious since supp(K) C [—1,1].
Using ||U(0)|]2 = 1 and ||B(x) " tv||2 < ||v]l2/Mo, we obtain

W)l < o)l B v () (2]

a0 GO,

1
’nh)\(]

In addition, we have

IN

1 1 1 \12 2
HU(1)H2§7nhA0(1+1+?+---+W) < v

. 2 2 4 2
(@) <) Hlz—a| <hp < —2hn+1) < — + —,
DI £ 30t =l S S (e 1) S ke
finishing the proof. O

We now study the rate of estimation for the local polynomial estimator f () of f(z) in terms of
the mean squared risk I ( flx)—f (ac))2 To this end, we consider the bias—variance decomposition:

E (f(x) — f(z))? = Bias(z)? + Var(z),

where the bias and variance of f (z) are given, respectively, by
Bias(z) = B[f(x)] — f(a), Var(z) = E (f(x) - E[f(x)])".
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Theorem 4.14. Suppose that f : [0,1] — R belongs to the Hélder class (B, L) for B,L > 0.
Consider the model Y; = f(z;) + ; where i € [n|, x; =i/n, and &; are independent with Ele;] = 0
and E[e?] < o2, Let f be the LP({) estimator of f with £ = || and kernel K satisfying (4.9).
Assume (4.13) and h > 1/(2n).

e For any x € [0,1], we have the following upper bounds on the bias and the variance of f.‘

8LhP 16

| Bias(z)| < g Var(z) < )\%nh

2 48
e As a result, for C = C(B,L, N\, 0) := %(27{’) 26+1 52841 | e have
2\

—28

E (f(x) - f()* < Cnoti.
o Forg:[0,1] = R, let ||g||L2 = fo 2dx. Then we have
r 2 =28
Ef - f||L2 < Cn28+1,

Proof. Applying (4.12) and the Taylor expansion, we obtain

n

Bias(z) = Y B[V;|Wi(z) — f(x) = > (f(z:) — f(x)) Wi(=)

i=1 i=1
Uy g ) T O (z Ti(T; — @
i=1 ~k=1
" (©) X T x (©)
_ Z fO (@ + i . ) = 1 (1 — )" Wi ()

@
Il
-

for some 7; € [0, 1], where note that we could insert a term — f(z) in the numerator since the
sum vanishes. It follows from f € (8, L) and Lemma 4.13 that

. "\ Ll|z; — x| 8LhP
| Bias(x)| < Z 7 W; Z| z)| < o
i=1 ’

The variance can be bounded, using Lemma 4.13 again, as

Var(z (Zal i( )2 = iWZ(g;)Q]E[aZQ] < 02<maX|W ) Z |Wi(x)] < igah
i=1

i€[n]

2 —1
Therefore, choosing h = (%)an yields

E (f(z) - f(2))® <

64L% o5 N 1602l _ 3202 <2L>25+1 =28
(eN2X3 An h Y ‘

Integrating over x € [0, 1] gives the last statement. O
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Some remarks:

=28 N
e Note that we have the rate of estimation n2+I for the pointwise risk E (f(z) — f(gu))2 at each

2 € [0,1]. This is stronger than bounding an average risk like E || f — f||3.

e As 3 grows, the function becomes smoother, so the rate n2f+1 improves as expected. In particular,

as 8 — oo, the nonparametric rate n25+1 tends to the parametric rate 1/n.

e Here we choose h depending on the smoothness parameters S and L. In practice, we may not
know how smooth the function is a priori. To address this issue, we can in fact design adaptive
estimators that do not depend these smoothness parameters.

e In dimension d, when we estimate a B-Holder smooth function f : [0,1]¢ — R from n noisy
observations, one can similarly establish the rate of estimation n2+d,
The name “nonparametric” simply refers to the setup where there is no obvious parameter
(like § in linear regression). In fact, it is without loss of generality to focus on the framework
of parametric estimation by viewing nonparametric estimation as a setup which has a “large”

parameter space. For example, for nonparametric regression discussed in these two sections, we
can view the Holder class ¥(3, L) as the parameter space, and view the function f as the parameter.
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Chapter 5

Information-theoretic lower bounds

In the previous chapter, we studied several regression models and proved rates of estimations for
specific estimators. That is, we established an upper bound on the minimax risk of the form

inf sup R(@, én) N
0n 0€O©

for some rate r,. Can we show that the minimax risk is also lower bounded by some rate s,, which
is hopefully equal to r,? If so, this suggests that the estimator that achieves the upper bound is
the essentially the best we can hope for in the minimax sense.

5.1 Reduction to hypothesis testing

To establish such minimax lower bounds, we reduce the problem to hypothesis testing and use
information-theoretic tools. Such lower bounds are referred to as statistical lower bounds or
information-theoretic lower bounds.

Reduction to bounds in probability Suppose that the risk we would like to lower bound is
of the form R(6,0) = Ey[d(0,)?] for some pseudometric d(-,-). If we can establish

inf sup Pg{d(0,0)? > s,} > ¢ (5.1)
0 6cO

for a universal constant ¢ > 0, then by Markov’s inequality,

inf sup Eg[d(6, 6)%] > c¢s,,.

0 6O
Reduction to a finite number of parameters For any 01,...,0); € O, if we can establish
inf max Py {d(6;,0)% > s,} > ¢, (5.2)
g i€[M]

then (5.1) obviously holds. The difficulty for proving lower bounds usually lies in how to appropri-
ately choose 04, ..., 0, which we call hypotheses.
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Reduction to hypothesis testing The crucial requirement is that d(ei,eﬁ > 4s, for any
distinct 4, j € [M]. Given any estimator 6, consider the minimum distance test

Y(6) := argmin d(6;,0).
1€[M)

For any i € [M] such that ¢(6) # i, we have

d(0:,0) > d(0:,0,,5) — d(0,,5),0) > d(0,0,,5)) — (6, 0),

so that

1

Therefore, we obtain

inf Py.{d(6;,0)* > s,} > inf Py {1(0) £ i} > inf Py, i}
inf max 0,{d(0:,0)" > sn} inf max o {(0) # i} inf max o, {0 # 1}

where the infimum is taken over all tests v that are measurable with respect to the observations
and take values in [M]. We have proved the following theorem.

Theorem 5.1. Let 01,...,00 € © be such that d(0;,0;)* > 4s,, for any distinct i, j € [M]. Then

inf sup Eg[d(0, 0)%] > s, - inf max Py {1 # i},
6 0co P i€[M)]

where the infimum on the right-hand side is taken over all tests ¢ that are measurable with respect
to the observations and take values in [M].

5.2 Le Cam’s two-point method

5.2.1 General theory

To study lower bounds for hypothesis testing, let us start with the simplest case where we have two
probability measures Py and IP;. Suppose that [Py and IP; have densities py and p; respectively,
with respect to a measure u. We write [ f = [ f(z)du(x). Given an observation X from either
Py or Py, consider a test ¢ = ¢(X) € {0,1}.

Lemma 5.2 (Neyman—Pearson). For any test 1, the sum of the type I error and the type II error
satisfies

Po{y =1} + P1{yp = 0} > /min(Po,P1)~
Moreover, the equality holds for the likelihood ratio test ¢* := 1{p1/po > 1}.

This is the Neyman—Pearson lemma, although the name sometimes refers to a different formu-
lation.
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Proof. First note that

Rmﬂ=H+PdW=0%i/ m+/ -
{y*=1} {y*=0}

= / po + / P1
{p1>po} {p1<po}

_ / min(po, p1) + / min(po, p1)
{p1>po} {pr<po}

— [ win(po. ).
Next, for any test v, define R := {¢) = 1}. Also define R* := {p1 > pp}. Then we have

Po{yp =1} + P1{yp =0} = Po{ R} + 1 - P1{R}
= 1+/R(P0—pl)

:1+/ (Po—pl)—i-/ (po — p1)
RNR* RN(R*)e

:1—/ \po—PlH-/ |po — p1|
RNR* RN(R*)e
:1—/ﬁm—muMRmRﬂ—ﬂuwwaﬂm

which is minimized at R = R*. O

The total variation distance between Py and P; is defined as any of the following quantities:

V@02 =5 [ =i =1~ [min(po.pr) =1~ inf [Pofw = 1} + Pr{v = 0)].

The equivalence of the first two definitions is proved as a homework problem. The above lemma
gives the second equivalence.

Combining Theorem 5.1 and Lemma 5.2 with the definition of the total variation distance, we
have established Le Cam’s two-point bound.

Theorem 5.3 (Le Cam). For any 6p,0; € ©, we have

inf sup Ey[d(0, 9)2] >

(6o, 61)*[1 — TV(Py,, Py, )].
6 0cO

|

A couple of remarks: The constant 1/8 can be refined to 1/4 with an improved argument.
Moreover, by the chain of inequalities between f-divergences proved in the homework, TV in the
above theorem can be replaced by H, VKL, or /X2, which are typically easier to compute.

5.2.2 Lower bounds for nonparametric regression at a point

We establish a lemma which will be useful later.
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Lemma 5.4. We have

KL (N(p1,0°1), N(pa, 0%14)) = HM120M2HQ

Proof. The one-dimensional case follows from direct computation

(== Ml) |:_ (;p *Hl)Q (33 - M2)2:| dr = M

202 + 202 202

L (N Mo = [

27ra
The multivariate case follows from the tensorization property of KL established in the homework
d

KL ( N(u1,021d), N(Mz,GZId)) _ Z KL ( N((m)i,fﬂ), N((Mz)z’,g?)) _ H/“QU“?H?
i=1

O]

Consider the nonparametric regression model (4.8), where we assume that x; = i/n and ¢; are
i.i.d N(0,0?) noise for i € [n]. We aim to establish a minimax lower bound over the Hélder class
(B, L) where 3, L > 0, for the distance d(f,g) = |f(zo) — g(z0)| at a fixed point xg € [0, 1].

> 4p_
Theorem 5.5. For any xo € [0,1], there exists a constant ¢ = ca(5)L25+1026+1 > (0 such that
A 2 =28
inf sup Ejy [(f(zo) — f(z0))] = enZ+.
frexs.n)

Proof. Let us consider the hypotheses fy =0 and
o) = K (2570)

for all = € [0, 1], where
1
h =con?+1, ¢y =co(B,L,0) >0,

and the function K is defined as

_1u2>]l{|u| <1/2}, e =a(B)>o. (5.3)

K(u):clexp(1_4

Smoothness First, we check that f; € (8, L). For ¢ = | 3], we have
L _ r—
Ow) = 1150 (2 50),

Moreover, we take ¢; > 0 to be sufficiently small depending on 3, so that K+ (4) < 1. Then for
—1/2 < w,u’ <1/2, it holds that
KO ) = KOW)| < Ju— ] < fu— o'
Therefore, we obtain
/ ‘ Bt

11%@) = 5060 < IS = e -
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Separation We have
-8
d(fo, f1) = f1(zo) = LWPK(0) = Lein+i ¢y /e.
KL divergence The joint distribution of (Yi,...,Y,) is N(0,021,) under fo, and it is

@ N(fi(@i)0%) = N (i) 0 L)

under fi. By Lemma 5.4, we have

fl 3712 L2h25 i — 20
K IPfO’IPfl Z 202 9252 Z ( )

L2282 22 1
Z]l{|a:z—x0| < h/2} < S b4 1) < L = 2
gce

L2 h25cl
2022

DN | =

if cg = (4L2 2) 7, As a result, TV(Py,, Py ) < /KL(Py,,Pf) < 1/2 by a homework problem.
51
The proof is complete thanks to Theorem 5.3. ]

Note that this minimax lower bound matches the pointwise upper bound in Theorem 4.14 up
to a constant factor. However, the two-point method is not sufficient for establishing a matching
lower bound on the integrated error ||f — f[|%,.

5.3 Assouad’s lemma

5.3.1 General theory

To exhibit the difficulty of applying the two-point method in multivariate estimation, let us consider
estimating p € R? given i.i.d. observations X1,..., X, ~ N(u,I). For the empirical mean X, we
achieve the minimax risk

d
- - d
ENX —ply =) B(Xi — m)* = -

To establish a lower bound, we apply the two-point method on the hypotheses Py = ®7* ; N(v, I5)
and P; = ® ; N(w, I;). Then

n
L(Py,Py) ZKL (v, 1), N(w,[d)):iHv—wH%.

Therefore, if we choose v,w € R? such that ||v — wl||3 = 1/n, then

. R 1
inf sup E|g— pll3 2 —.
M MeRd n
This is optimal in the sample size n but not in the dimension d unless it is a constant.
One powerful tool for proving high-dimensional lower bounds is the following theorem called
Assouad’s lemma.
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Theorem 5.6 (Assouad). Let {P, : w € {0,1}} be a set of 2¢ probability measures, and let E,
denote the corresponding expectations. Then

inf max B, p(w,w) >
@ wef0,1}4

N |

in [1-TV(P,,P,),
p(w, I/I)lzl [ ( )]

where the infimum is over all estimators & taking values in {0,1}%, and p(@,w) = 3L | 1{Q; # w;i}
denotes the Hamming distance between & and w.

Proof. We have

1
max [, p(0,w) > — Z E, p(@,w)
we{0,1}4 2 welo1}d
1 d 1 d
=2 2 B MaiAw)l=od Y PufdrAwl
we{0,1}d =1 i=1 we{0,1}4

Let w_; € {0,1}971 denote the subvector of w with its ith entry removed. Let (w_;, 1) denote the
vector w whose ith entry is equal to 1. Then

d
. 1 . .
max By p@w) > 55> Y (]P(wi,l){w@‘ =0} + P ofwi = 1}>
we{0,1}4 2 im1 o eonyi-t
1 d
= DD (1-TV(Pe ) Poo))
i=1w_;€{0,1}d-1
d .
25 uin (1 —TV(P,, ]Pw/)).

O]

Lemma 5.7. In the problem of estimating 0 € © where © is a closed set, let 6 denote an estimator
that takes values in ©, and let 6 denote an arbitrary estimator. Then we have

1 - . -
—infsup E[d(6, 0)?] < inf sup E[d(6, §)?] < inf sup E[d(0,0)?].
g 6o 6 6co g 6o
Proof. The second inequality is trivial. Let us focus on the first inequality. Consider an arbitrary
estimator . Define

0 := argmind(0,6),
fco

which is an estimator that takes values in ®. Then for any 0 € ©,

4(0.0)” < (4(3.6) + d(d 9))2 < 2d(0,6)2 + 24(6,0)2 < 4d(B, 0)2.

As a result, . )
sup E[d(6, 0)?] < 4sup E[d(6,6)?].
0cO 0cO
Taking an infimum over 6 and then over completes the proof. O
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Corollary 5.8. Suppose that to each w € {0,1}%, we can associate a parameter 0, € © such that
d(ewa 00.)’)2 > Cnp(w7 w,)

for a constant ¢, > 0 that may depend on the sample size n. Let P, = Py, denote the model at 6,
for w € {0,1}¢. Then we have

inf sup E d(6, 0)? >
0 0cO

Proof. By Assouad’s lemma, we have

min [1 - TV(P,,P.)],

Cnd
8 plww)=1

inf max Ed(é, 9w)2 > cpinf max E, p(w,w) > ¢,

1 ) in [1-TV(Py,P.)],
) we{0,1}d W wef0,1}4

plww’)=1

where the first infimum is over all § that takes values in {Ow tw € {0, 1}d}. Lemma 5.7 implies

N

N 1 . 1 _
infsupIEd(#,0)* > ~infsupEd(6,0)? > — inf max IEd(6,6,)>
) 0 6o g we{o,1}4

where the first infimum is over arbitrary estimators. It suffices to combine the two bounds. O

5.3.2 Applications

Gaussian mean estimation The typically way of applying Assouad’s lemma is to associate
each w with a parameter. For example, for the above Gaussian mean estimation problem, we define
o = w//n € R? for each w € {0,1}¢. Then

plw,w’) = [lw =[5 = nllpe — w3,

and P, = @ ; N(i, Ig). If 1 = p(w,w’) = n||pw — per||3; then by Lemma 5.4,

TV(P.,Po) < VKL(Po, Pur) = /- (1/2) - s — o3 = 1/V2.

Therefore, Corollary 5.8 implies that

3

1
inf sup B i~ pl3 2 —inf max B, p(@,w) 2
B peRd n w we{0,1}

Linear regression Consider the linear regression model Y = X 3* + ¢ where ¢ ~ N(0, 0%1,,). Let
r be the rank of X € R™*?, and let U € R™" be a matrix whose columns form an orthonormal
basis of the column space of X. We associate each w € {0,1}" with a vector 3, € R? such that

1
g

Then we have 1
pw,w’) = |lw— w3 = |Uw - U5 = 21X PBw — X B 3.

In addition, P,, = N(X Sy, I,). Hence, if 1 = p(w,w’) = #[!Xﬁw — XB.|3, then by Lemma 5.4,

1
TV(P,,P,) < VKL(P,, Poy) = \/202;)(& — XB.,2 =1/V2.

Applying Corollary 5.8, we obtain

1 R 2
inf sup —Eg || X5 — X8B3 > 7 inf max E, p(&,w) > o?
5 perd M n o wel0,1)d

S
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5.4 Fano’s inequality

5.4.1 General theory

We move on to study minimax lower bounds based on multiple hypothesis testing. Recall that to
apply Theorem 5.1, we need to find separated parameters 61,...,60y € © such that

inf max IP; i} > c,
uf max {v # 4}

where we write IP; = Py, and the infimum is over all tests 1. To this end, we use a special case of
Fano’s inequality. Let us start with a lemma.

Lemma 5.9. Define a function h(p,q) for p,q € (0,1) by

]_ _
h(p,q) := KL(Ber(p), Ber(q)) = plogg +(1—p)log 7— .

Then h is convex.
Proof. We first show that the function (p,q) — plog% is convex for p,q > 0. The Hessian of the

function is H = (_11/?(] ;}ég) We have det(H) = 0 and tr(H) > 0, so H is positive semidefinite.

Moreover, since the composition of a convex function with a linear function is convex, and a
sum of two convex functions is convex, we see that h is convex. ]

Theorem 5.10 (Data processing). Let P and Q be two probability measures that are absolutely
continuous with respect to each other. For X ~ P, Y ~ Q, and a function g, we have

KL(9(X),9(Y)) < KL(X,Y) = KL(P, Q).

Proof. Let fx denote the density of X. Then fx can be identified with fx ;x) = fyx)[x|90x)- It
follows that

fx fx.9x) fax) Fxi9x)
E log==~| =E log =2 | = lo +1lo
X [ s fy} Xg(X) [ & fY,g(Y):| Xg(X) [ s To(v) & fY|g(Y):|

o0 Fxlg00) Fox)
=B, {EX log ’g(X)]—i—IE ¥ []EX log’g(X)]zE ) [log ,
oo | Bx | Fatv) J] + By x| i) I = B0 | fg(Y)]
where we used that the conditional KL divergence Ex [log % ‘ g(X )} is nonnegative. O
g

Theorem 5.11 (Fano’s inequality). Let Py,...,Pys be probability measures that are absolutely
continuous with respect to each other. Then we have
1 M
el Zi,jzl KL(IP;, IP]) + log 2
log M ’

inf max P; it>1-—
nf mex Pify 7 1}
where the infimum is over all tests 1) that take values in [M].
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Proof. Fix a test ¢. Let p; := P;{¢p =i} and ¢; := ﬁ Zj\il P;j{¢ = i}. Moreover, let

1 & 1
ﬁZMZ ZIP{%Z)—Z} q:MZ;%:
We claim that for any test v,

M 1 M
. 1 . _ M2 Zzg lKL(IP P )+10g2
Lo Py 2 < 1o g ) Pilv 20} =p < .

log M

It suffices to prove the last inequality.
Using the inequality
—plogp — (1 —p)log(l —p) <log2

(which says that the entropy of Ber(p) is maximized at p = 1/2), we obtain

_p _ _ _ .
—Z —plogp — (1 — p)log(1l — p)

5 1
h(p,q) + log 2 > ﬁlogg +(1-p)log 5

1 1 1
=plog — + (1 —p)log —— > plog — = plog M
q 1—-gq q

and thus

n <
p= log M

Moreover, the convexity of h yields
1 1 <
p.0) < 57 D hviai) < 55 Y MPi{Y =i} Pi{y =i}).
i=1 ij=1
Hence it remains to show that
h(Pi{y =i}, Pj{¢ =1}) < KL(Py, Pj).
Let X; denote the observation under P; for ¢ € [M]. The above inequality is equivalent to
KL(I{(Xi) = i}, 1{(X;) = i}) < KL(X;, Xj),
which holds thanks to the data processing inequality.
Combining Theorem 5.1 with Fano’s inequality, we obtain the following corollary.

Corollary 5.12. Suppose that for 01,...,0py € O, we have
d(0;,0;)* > 4s,, KL(Py,, Py,) < flogM log 2

for any distinct i,j € [M]. Then it holds that

inf sup Eg[d(6, 6)%] > s,,/2.
CISC)

See Theorem 2.5 of [Tsy08] for a more precisely stated version.
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5.4.2 Application to Gaussian mean estimation

Let us again consider estimating u € R? given i.i.d. X1,..., X, ~ N(u, I;). Recall that
n
KL(IPuaIPu’) = 5“” - Ml”%'
Therefore, we would like to choose 1, ..., uas such that
2 1
dsn < [lpi = willz < ~(log M — 2log2).

On the one hand, we need many p; so that M is large. On the other hand, if there are too many
;i packed together, the separation s, becomes too small and so does the lower bound. We need to
find a balance between these two tensions.

Let us introduce the notions of e-packing and e-net.

Definition 5.13. A set N ¢ B C R? is called an e-packing of B in the Euclidean distance if
|l — 1 |l2 > € for any distinct p, 1/ € N.

A set N € B ¢ R? is called an e-net of B in the Euclidean distance if for every p € B, there
exists ' € N such that ||p— p'l]2 < e.

We will not prove the following result, but the intuition is clear by considering the ratio of
volumes.

Lemma 5.14. Let B¢ denote the unit ball in RY. There exists an e-packing N of B, which is also
an e-net of B, such that

(1/e)? < IN| < (3/2)".

Note that in a homework problem, we assume that there is a 1/4-net N of the unit sphere it
in R? such that |N| < 12, This is simply replacing B with the subset S~ and setting ¢ = 1/4
in the above lemma.

With the lemma given, let us take a 1/4-packing N = {0y,...,0y} C B? where M > 4%, Set

Wi = c\/% 0; for each ¢ € [M] and some constant ¢ > 0 to be determined. Then by definition, we

2
can set s, = % so that
c2d

d
2 9 2
i — pjlls = ¢ ﬁ”ei —0;l3 > Zn

=4s,,.

On the other hand,

d 4c%d 1
2 2 2
i— wills =c=116; — 0;||5 < — < —(logM — 2log2
|1 NJ||2 CnH J||2— n _n(Og g2)

if we choose ¢ > 0 to be a sufficiently small constant. We conclude that

. N S
inf sup By, [[lic - pllz] > 7 2
] ue]Rd

=NEN
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5.4.3 Application to nonparametric regression

Lemma 5.15 (Hoeffding’s lemma). Suppose that a random variable X has mean zero and satisfies
a < X <b for constants a,b € R. Then, for any A € R, we have

E[e*¥] < exp (W)

Proof. By convexity, it holds that
X < b—X Aa+X_a Ab

=B—a° b—a
S ) (1o
t a(l —e
E[AX] < X _ @ X\ L(A(b—a)) L) = 2 1 <1 >
e ]_b_ae - e , (t) b—a+ og(1+ —
We have bel 1) ot )
ab(e! — —abe
L/ t — " t - " < —.
®) (@ —b)(b— aet)’ ®) (b—aet)? ~— 4
Using the second-order Taylor approximation, we obtain that L(t) < ?/8 for t € R. O

Lemma 5.16 (Hoeffding’s inequality). Let Xi,...,X, be independent random variables taking
values in [0,1]. Then for all t > 0,

P {3 (X - BIXi]) < —t} < exp(~262/n).

i=1
Proof. Use Hoeffding’s lemma E[e*X:—EXD] < exp(%) and Chernoff’s bound. O
Lemma 5.17 (Varshamov-Gilbert bound). Let d > 8. There eists {w1,...,wp} C {0,1}¢ such

that p(wi,w;) > d/8 for any distinct i,j € [M] and M > €8, where p(-,-) denotes the Hamming
distance.

Proof. Let w;, be ii.d. Ber(1/2) for i € [M] and k € [d]. Consider the event
€ = {p(w;,w;j) > d/8 for any distinct ¢, € [M]}.

It suffices to show that P{£} > 0, i.e., P{&°} < 1. (This is called the probabilistic method.)
For any distinct i, j € [M], p(w;,w;) = ZZ:l 1{w;  # wjk}, so it is a sum of Ber(1/2) random
variables. By a union bound and Hoeffding’s inequality with ¢t = 3d/8, we obtain

—9d
c .y 2 =
P{&} < E P{p(wi,wj) < d/8} < M exp( % )
i,j€[M],i#]

It is not hard to see that this is strictly less than 1, as taking the logarithm gives % — % <0. 0O

Theorem 5.18. Consider the nonparametric regression model (4.8), where f € (8, L) for g, L >
_2 45
0, x; = i/n, and &; are i.i.d N(0,02) noise for i € [n]. For a constant ¢ = c3(B)L2+1 g2+ > 0,
the following minimaxz lower bound in the squared L? distance holds over the Hélder class:
~ =28
inf sup E|f— f||3. > en?P.
[ fex(s.L)

Proof. This time, for the squared L? distance d(f, g)? = ||f — g3 = fol(f(a:) —g(z))? dz, the proof
is based on multiple hypothesis testing over {f1,..., far} C X(8, L).
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Construction of hypotheses Fix a constant Cyp = Cy(8, L,0) > 0 to be determined later. Let

1 k—1/2

1
d ’—Con + ~|, h q’ 2k d

L onle) = LK (T=), keld ze (0,1,

where K is defined by (5.3). Recall that using the proof of Theorem 5.5, we can show that
o € (B, L/2) if the constant ¢1(8) > 0 in (5.3) is taken to be sufficiently small. Moreover, ¢y, is
supported in [z, — &, 2, + 4] = [51, 5] for each k € [d].

Let wi,...,wpr be given by Lemma 5.17. For each i € [M], we define f;(z) := Zzzl Wi Pk ().
Since the supports of ¢y, are disjoint (up to a set of measure zero), it is easily seen that f; € (3, L).

Separation For distinct i, 5 € [M], we have
) 1 1, 4d 9
I = i3 = /O (hte) = @) do = [ (Xl —wia)onta)) da
k=1

d

wzk Wik ) /¢k da = L*I*P T K| 2 p(wi, w;)).
k=

As a result of Lemma 5.17, for ¢z = c2(3) = || K||3, > 0
—28
I1fi = fill2e > L2hPH ey d/8 > LPeyCy *Pnet,

KL divergence Finally, we check

n

n d
(filze) = fi(xe)* 1
KL(IPf“IPf]) = Z 202] — ﬁ Z(w’b,k _ Wj,k)2¢k(xg)2
=1 (=1 k=1
hQB L2h2ﬁc LQC
EEre ZZ jor — 2] < h} S 1y g oy ¥nm,
=1 k=1

1
To apply Corollary 5.12, we need this bound to be smaller than 1 5 log M —log2 2 d > Con?P+1, ie.
Co 2 ( )25+1 Plugging this into the separation bound above finishes the proof. O

We have established matching upper and lower bounds for the minimax risk at a point or in
the L? norm for nonparametric regression.

5.5 Generalization of the two-point method

One way to generalize the two-point method is through composite hypothesis testing. For a finite
set ©, consider the mixture

= 18] Z]Pg, (5.4)

0cO

where [Py is each a distribution. In other words, Y ~ IP can be generated as follows: First sample 6
uniformly randomly from © and then, conditional on 6, sample Y ~ Py. We will study hypothesis
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testing between a distribution Py and the mixture P, where the latter is usually referred to as a
composite hypothesis.

Let ¢ denote a test, which equals 0 if it selects Py and equals 1 if it selects IP. By the Neyman—
Pearson lemma and a homework problem, we have that for any test 1,

Po{yp =1} + P{sp =0} > 1 — TV(Po,P) > 1 — /x2(P, Py), (5.5)

where TV(-,-) and x2(-,-) denote the total variation distance and the x2-divergence respectively.
To showcase how this inequality leads to a minimax lower bound for an estimation problem, we
consider the following example. Suppose that we aim to estimate 6 given the observation

Y=0+¢, (5.6)

where 6 is k-sparse and € ~ N(0,021I,). Recall that this is called the sparse sequence model in a
homework problem, and it is a special case of sparse linear regression with n = d and the design
matrix X being orthogonal. Assume that 1 < k < y/n. We aim to prove a lower bound of order
k/n up to a logarithmic factor, which then matches the upper bound.

Theorem 5.19. Let Py denote the probability associated with the model (5.6). For A € (0,1), set

= %\/klog (1+2—Z>.

0= {9:%15;5c ], |S] :k}.

In other womfsi each vector in © is k-sparse with support S, and its nonzero entries are all equal
to u/v'k. Let P be defined as in (5.4). Then

Define

XQ(HS, IP()) < 2.

Proof. Let po, ps, and p denote the densities of Py, Py, and P respectively. Let § and 6’ be two
independent uniform random variables over ©. By the definition of the y2-divergence, we have

= 2 — 2

= b — Do p Do Do’

Y2(P,Py) = / (P =po)” = / <*) po—1=Epg [ ——po— 1L
Do Do Po Po

Let S and S’ denote the supports of # and 6’ respectively; they are independent random subsets
of [n], each of size k. Since the noise is Gaussian, it holds that

po(z) 1 H p H2 Lo 1 (2u T 2)
= — |z —L=1 — = —(=aT1g — .
po(x) exp ( 20_2 x \/E S 9 + 20_2 ”xHQ eXp 20_2 \/Ex S ”

For Z ~ N(0, I,), define Zg := > ;g Z;. Let v := O’L\/E Then we have

Po Py 1 <2M T T 2
——po= [exp| =—5|—F=( 1g+2 1g/) —2 ) po(x) dx
Po Po / <202 \/E( )~ 2 (=)

=E [exp (2}‘2 (25;(25 +Zgr) — 2,u2)>] =E [exp (v(Zs + Zg/) — V2k3)].
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Note that Zg + Zsr =2, cong Zi + D jesns Zi and |[SAS'| < 2k. Therefore,

/ZZPO =E [GXP <2ui€;5/ Zlﬂ ‘B [exp (V Z Zzﬂ - exp(—1%k)

1ESNAS’
= exp (21/2|S NS'[) - exp (1/2|SAS'\/2) -exp(—1%k) < exp(20%S N S)).
It follows that
XQ(IP,IPO) < Eggs [exp(21/2|5 N S'|)] -1
< Eg [IES [exp(QVQIS NS’ ‘ S"H —1=Eg [exp(2u2|5 N [&]])] — 1.

The random variable |S N [k]| is a sampling-without-replacement version of Bin(k, k/n), and it can
shown that the MGF of the former is dominated by the MGF of the latter. As a result,

XA(P,Py) < <e2”27]z+ (1- k)>k -1= (1+ £ e 1)>k -1

n n

Recall that

Hence, we conclude that

for any A € (0,1) and k£ > 1. O

Corollary 5.20. We have the following minimax lower bound for the model (5.6):

1 - k

inf sup —E |0 — 6|3 > 0>~ log (1 + %)
9 9cRrr M n k

Proof. We continue to use the notation from above. Let A = 1/8 and p = §,/klog(1+ gz). Let

0 be any estimator of 0. Define a test ¢ by ¢ = 0 if |0]2 < /2 and ¥ = 1 if ||0||z > p/2. From
(5.5) and the above theorem, we obtain

1—-/1/4 1

max { Po{t = 1}, max Po{t = 0} | > g(m{w — 1+ Py =0}) = = 1.

Suppose that %Hé —0)3 < g with probability at least 0.9. Then
A 7 K
16112~ 61| < 10— 61> < £

By the definition of 4, if # = 0, then ¢ = 0; if § € ©, then ||#||]2 = p and thus ¢» = 1. We reach a

contradiction. Therefore, 1[0 — 6]|3 > 52 with probability at least 0.1, proving the conclusion. [J

n n
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